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Cyberspace in Our Space

Introduction

Since the Museums and the Web Conference began in 1997, it has examined the
confluence between museums, as social institutions with a certain historical tra-
dition and mission, and the “Web”, a set of rapidly evolving technologies that
combined image, text and multimedia hyperlinking with Internet addressing. Al-
ready it is clear that these forces affect each other. Museums have not gone “on”
the Web simply to recreate themselves in cyberspace or to become merged with
other virtual information stores. Instead, they are beginning to appropriate the
technologies of the Web. Museum professionals have engaged the Web as a venue
for the exploration of issues they face daily, and increasingly they have found in
the Web tools that are of use within the museum.The Web is a becoming part of
our physical space just as the museum is re-creating itself in cyberspace; the
dialogue between the two is reshaping our sense of museums and museology.

This volume of papers presented at the Museums and the Web 2002 Conference
explores the many faces of museums on the Web and the new face of the Web in
the museum.The authors probe the many roles of the museum as a social institu-
tion,as a series of programs executed in physical space and time, as a collection of
objects and knowledge, or as a node in the Web.

Insofar as it proves possible in the coming decades to deploy emerging Web
standards to enable museum-like mediation between objects and experience,
interpretations of meaning and sources of knowledge, museums will be significant
players in the semantic Web. But as the papers in this volume demonstrate, the
path to interoperability will first require syntactic agreements and adherence to
structural standards for metadata harvesting declarations.These foundations for
interoperability are the precondition for broadly available toolsets and newly
developing conventions of interaction. The access such standards enable — for
the handicapped, for scholars, for the general public and for two-way communica-
tion between creators and participants — is being explored. But the underlying
assumptions that Web standards will in fact support semantic interoperability
and that museums will achieve a mature respect for standards have yet to be
proven. Both assumptions are at this point tenuous: museums have been more
willing to “adapt” standards than to “adopt” them, and efforts to create struc-
tures for universal meaning, or even methods to find generalizable meaning in
local perspectives, have so far proven elusive.

Whether knowledge of our heritage is ultimately integrated into a “world wide”
Web of knowledge, or not, museums have embraced the Web and are mastering
the management methods, pedagogical techniques, and assessment strategies
needed to support effective institutional programming. Leading museums have
introduced structures, technologies and business relations from the world of
commercial organizations into museum “content management”, and have
professionalized their Web operations.Where home-grown programs once reigned,
professionally planned, inter-institutional, technologically sophisticated Web-based
programs raise a challenge. Most importantly, a rigor in evaluation rarely seen in
the assessment of non-technologically mediated museum programming is being
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introduced, and indeed, expected,inWeb programs. Improved methodologies for evalu-
ation in the initial planning, pre-testing and post-implementation phases are being imple-
mented regularly. Museum management is coming to expect an explanation of the
relative effectiveness of different means of interpretation. In a relatively short time,
Web-based feedback mechanisms have helped museums fine-tune the instruments of
their communication using sophisticated evaluation tools.

Museums’ successes derive increasingly from integration of the Web into the museum.
Not only is this affecting work processes such as content management, education and
evaluation; but on-site exhibitions and interpretation are also beginning to benefit
from theWeb-based delivery of context for objects on exhibition.The Web as a poten-
tial threat to the on-site, physical, real world museum is confronted, by moving the
virtual exhibition — located somewhere else, in cyberspace,and most often approached
from somewhere other than the museum homepage — closer to the physical space;in-
gallery interactives have begun to bridge the gap between the virtual exhibition — a
separate venue requiring distinctive content, and competing for funds and staff en-
ergy— and ongoing museum exhibition programming, with all the strengths of the
museum’s identity and physical presence. Web-driven handhelds married to wireless
communications facilitate interpenetration of the virtual and the real.This marriage of
physical and conceptual space is inspiring experiments, especially by university-based
researchers,and generating a new social and intellectual construct: mixed reality.While
it is too early to know how people will ultimately integrate mixed reality into their
everyday life, museums and academic researchers working with museums are model-
ing the options.

Museums have adopted the Web in as many different ways as any other social institu-
tions in our society. Already there are some signs that the museum as an institution
may be significantly changed by the encounter. Just as commerce is not fundamentally
affected by B2B applications (which make commercial transactions more effective) but
might be fundamentally altered by reverting to on-demand custom fabrication (as with
Dell Computers) or the social exchange of free information (as with Amazon),so also
museums could be fundamentally altered if other types of institutions usurp their role
as custodians and gatekeepers of art,impinge on their position as collectors and inter-
preters culture, or offer methods that make possible the aggregation of information
from many sources. Or the Web could provide tools for museums to reconnect with
their communities, reasserting their relevance by empowering their visitors, virtual
and physical.

The Edge of the Web

This year, the edge of the Web is a wedge that penetrates museum galleries; wireless
computing and handheld devices have moved the Web from cyberspace into museum
space. The first section of the Museums and the Web 2002 Proceedings reports on
several projects exploring the potential for innovative interpretation of museum ob-
jects and ideas, delivering networked digital objects to people using handheld devices
in wireless networked spaces and watching as those people communicate with each
other, with the “smart space” around them and with linked knowledge sources.

Robert Semper from the Exploratorium and Mirjana Spasojevic of Hewlett-Packard
Laboratories introduce the state of the art in the “electronic guidebook”,a metaphor

13
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and a physical, portable device that uses a wireless VVeb-based network to “extend the
museum experience”. As these devices are becoming smaller, more affordable and
more capable, museums will soon be able to count on them to facilitate delivery of
complex information to visitors.What is not yet clear — and is the subject of this and
other research —is what kind of information should be delivered, to whom and at what
time. Ve still have much to learn about how this can be done in a way that attracts
attention to the artefact or idea we are communicating, and enables communication
among visitors rather than inhibits it. There have been several attempts to implement
full-blown hand-held guides within galleries (including those at SFMOMA reported by
Peter Samis at the ichim 2001 meeting in Milan, Italy); Semper and Spasojevic step back
to examine requirements for success in a systematic fashion, considering infrastruc-
ture, interface and content development.Two problems are identified in this research:
I) the potential for interference with the social experience of visiting, as the device
gets in the way of communication between visitors,and 2) actual physical interference,
as holding the device impairs visitors’ ability to interact with the exhibit.

At PARC, a group of researchers specifically addressed the social issues identified by
Semper and Spasojevic, exploring the relative advantages and disadvantages for social
interaction of different methods of delivering audio in a gallery tour environment,
including one where visitors shared similar aural experiences.Their conclusions point
both to new strategies for technological mediation and to the need for further studies
of computer-human interface options and effects.At the University of Glasgow, Galani
and Chalmers conducted a systematic analysis of the social context of the museum
visit, exploring how it can be affected by technology. They studied ways in which differ-
ent visitors to an exhibit actually interact together once they are there, with each
other, the gallery, the Web and the virtual environment. Their results similarly point to
technologies that could substantially overcome the barriers to social interaction in a
Web-facilitated visit, and could possibly integrate Web and physical visits.

The second barrier is physical. In her exploration of the past and potential of the
“Museum Wearable”, Flavia Sparacino of the MIT Media Lab examines ways in which
wearable computers could augment the gallery environment, enhance visitors’ experi-
ences, and in the future even enable visitors to use their hands freely.

Foundations

While museums may have been conceived as independent sources of interpreted knowl-
edge, the YWeb has pointed out the weaknesses of this isolation for the construction of
complex understanding. It takes little advantage of the inter-relationships between and
among disparately located museum objects.Together museums’ collective knowledge
can only be identified, navigated, explored, and integrated if its structure is explicitly
declared. Interoperable knowledge models could drive tools to enable access across
barriers of differing abilities, disciplinary perspectives, and documentation traditions.
But the levels of standardization that museums will need to adopt, minimally to move
data successfully from place to place (without carrying much meaning), to say nothing
of the inherent complexity of the project of moving information created in one intel-
lectual perspective into meaning in another context,are daunting. There is much scope
for research in this area, and the papers in the “Foundations” section touch on signifi-
cant areas of standards definition and application, in metadata harvesting, data model-
ing, the semantic web, accessibility, and annotation.

14
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The metadata harvesting experiments conducted by the multi-departmental research
team at the University of lllinois begin to peel back the layers of standards infrastruc-
ture required to easily integrate information from disparate technical environments,
media formats, and disciplinary perspectives, and to deliver it to users with different
capabilities, knowledge and tools. In the “lllinois Open Archives Initiative Metadata
Harvesting Experience”, supporting the OAl server and harvesting technology per se
is not even seen as a fundamental barrier most museums couldn’t overcome.Attention
is focused on the next level of the problem — that of standardizing the content of
metadata, which is shown to be quite difficult even when a very simple common de-
nominator, the Dublin Core, is all that is attempted.

Jane Hunter tries to bridge a much more complex set of metadata models for knowl-
edge representation in mapping the CIDOC Conceptual Reference Model (CRM)
designed to describe museum data to MPEG-7 designed to describe multimedia, in
order to describe multimedia museum content. Hunter uses the Resource Descrip-
tion Framework (RDF) in order to express the enhancements needed to the CIDOC
Model to incorporate critical MPEG-7 concepts.Andy Dingley and Paul Shabajee pur-
sue the theme of content integration as they envision how today'’s authoring tools,
including XML and RDF, can be used to construct the “semantic Web” envisioned by
the W3C. Using the ARKive project as their test-bed, they are prototyping the
interoperable knowledge environment of the future. Liddy Nevile and Charles
McCathieNevile take the dialog a step further as they introduce a series of W3C
standards designed not simply to enable users of the Web to move across data sources,
but also to enable access in different modalities and with different enhanced interfaces
for users with disabilities.

An alternative approach to building a semantic network is explored by the team at the
University of Bristol in their examination of the use of annotation to enable the col-
laborative indexing of a common data store according to the perspectives of various
communities of interest. Using a relatively low technology approach in place of auto-
mated tools and highly sophisticated mechanisms for translating between schemas,
they propose a cooperative, social means to bridge intellectual perspectives and en-
able cross-disciplinary access.

PGP (Pretty Good Practice)

After less than a decade, it is evident that museum new media practice for the Web has
introduced new rigor throughout the process of managing content, delivering learning
experiences and evaluating results. Indeed, we now have “pretty good practice” — if not
“best practice” (something we will probably never achieve and might not recognize if
we did). Like pretty good privacy, it's the best we've got.

Two papers in this section address the need that museums, and other organizations
with lots of data, have to manage their “assets” using sophisticated tools that make
possible the maintenance of lively, timely, and rapidly changing Web sites. The methods
introduced by the Getty, to integrate data from its museum and many research cen-
ters,and by the Duyfken project, to bring content from numerous sources together on
an hourly basis, are indicative of the types of content management practices that are
becoming necessary everywhere.
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The purpose, of course, is to create sites that have the depth to be attractive and the
range of digital objects to appeal to a variety of different visitors — what is referred to
elsewhere in this volume as having “a low threshold and a high ceiling” (Nevile and
McCathieNevile). Pretty good practice at this point is to develop programs that bring
educators in the classroom and in the museum together to develop strategies for
enabling and improving use. In “Pyramid Power”, Scott Sayre and Kris Wetterlund re-
port methods of teacher training used to introduce teachers to museum resources
and explore how they can make good use of them.The power of their model comes in
the ‘train the trainer’ cascade. In their exploration of issues surrounding the integra-
tion of digital primary resources in the classroom, Bennett and Trofanenko describe a
collaboration among teachers and a number of cultural heritage organizations.

In the end, the question is whether the investments we are making, in teaching tools
and in rich museum Web sites, really pay off. Darren Peacock proposes a framework
and suggests quantitative measures from Web log data to assess user satisfaction with
the Web site of the National Museum of Australia. A group of commercial designers
and museum educators turn to “Comparing User Preferences and Visit Length of Edu-
cational Web Sites” in a qualitative study that bridges learning theory and interactive
media development. And a group of Italian academic software engineers apply their
design-based metrics to the assessment of some well-known museum sites with re-
sults that are informative for anyone planning an evaluation or designing a site.

Interpenetration

As the edge of the Web insinuates itself into museum space, university researchers are
developing new tools and techniques to wrap cultural content in digital context and
present it in an engaging and intuitive manner. The results challenge the boundary
between the virtual and the real, and ask us to consider how we might best engage
with culture, digitally.

Physician and experimental psychologist Slavko Milekic is defining a new domain —
Tangiality — that bridges Reality andVirtuality. Here museum data and museum visitors
may soon come together through haptic interfaces.At the University of Aizu, research-
ers are exploring the use of tools and metaphors developed for games to make visual-
izations of historical simulated environments for museum interpretation.And at UCLA,
in the Hypermedia Studio of the School of Theater, Film and Television, installation
artists are constructing environments where performers, in real and virtual spaces,
interact with audiences that are vital participants. In each of these mixed reality envi-
ronments, real people, digital input and data interact in an environment, respond, and
adapt.They suggest that the interpenetrated world of mixed-reality is, increasingly, the
world that museum programming and the use of the Web will exploit.

Repositioning the Museum

So, will this change the museum? Has it changed the museum? Communications and
media theory predict that the introduction of new media could fundamentally alter
the museum message. Indeed, after a relatively few years in the life of a fairly conserva-
tive type of institution, it is becoming apparent that the Web can affect the fundamental
nature of museums.The Web is not just a brochure to advertise the museum (as it was
in the first couple of years), or an alternative venue in cyberspace in which to imple-
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ment museum programs (as it has been for the past couple of years).The final section
of this book offers tantalizing hints about the impact the Web may have on the nature
of the museum as a social institution, its mission and purpose. If,as PiaVigh suggests vis
a vis net art in “Hacking Culture”, the medium is the message and the message can
only be conveyed in a new social context beyond the museum, then the Web will have
proved a serious challenge to museums. But if, as Roy Hawkey suggests, the medium
makes possible the communication of a message that had been subjugated to a minor
position in traditional museums where it failed to fit into the medium of exhibition
display, then the Web could liberate the museum to realize science education in a way
that was previously constrained. Or perhaps, as in the culturally sensitive exploration
of potentialities of Web interactions with museum missions elaborated by Goodnow
and Natland, the museum can realize a new mission by grappling with precisely this
complex interaction between what a museum represents as an institution and what
museology might enable.

And remember...

This volume is entitled Selected Papers from Museums and the Web 2002. We are
delighted that it reflects the rich discourse that characterizes the conference and this
community, but as the choice of which conference papers to print becomes ever more
difficult, we remind readers that four times as many papers from the conference are
included on the CD-ROM that accompanies this book. And even the CD does not
fully represent the meeting. To appreciate the entire range of creative discussion that
accompanies this annual encounter between the Museum and the Web, it would be
necessary not just to review all the papers, but also to experience the 14 pre-confer-
ence workshops, 50 demonstrations, 35 exhibits and 15 mini-workshops, as well as the
performances, Crit Rooms and Usability lab - interactive events — which are not docu-
mented on-line or on the CD. Ultimately,a conference is a social event: the experience
cannot be fully represented in any publication. Nevertheless, we hope this volume
stimulates more research and experimentation, and yet more publication about
Museums and the Web.

David Bearman and Jennifer Trant
Archives & Museum Informatics
hup:/iwww.archimuse.com
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The Electronic Guidebook: Using Portable Devices
and a Wireless Web-based Network to Extend the
Museum Experience

Robert Semper, Exploratorium, and Mirjana Spasojevic,
Hewlett-Packard Labs, USA

Abstract

Recent advances in wireless network technologies create the potential to significantly enhance the experience of a
visit to a museum. On the exhibit floor, visitors carrying wirelessly connected portable devices can be given opportunities
for exploration, sharing, explanations, context, background, analytical tools, and suggestions for related experiences.
When these devices are part of a Web-based network, they can help extend the museum visit: in advance, through
activities that orient visitors; and afterward, through opportunities to reflect and explore related ideas.

The Electronic Guidebook project is a study of visitors equipped with such technologies, conducted by the Exploratorium
in partnership with researchers at Hewlett-Packard Labs and the Concord Consortium.The project is investigating
how a Web-based computing infrastructure can provide museum visitors with an augmented museum experience so
that they can better plan their visit, get the most out of it while they are in the museum, and be able to refer back to
their visit once they have returned to their home or classroom. The goals are to understand what technological
infrastructure supports this extended museum experience, and to obtain preliminary data on how different aspects of
the technologies, and the content delivered through them, affects engagement with the exhibits and pre- or post-visit
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learning activities.

Keywords: handheld computers, wireless networks, electronic guides, mobile computing devices

Background

The project created a test-bed and tested a net-
work using a variety of handheld computers and
radio-frequency identification tags to link visitors
with exhibit-related content delivered by a Web-
based server.Visitors in the study were able to ac-
cess Web-based content, including text, images,
video,and audio, during a visit. In addition, they were
able to construct a record of their visit by book-
marking exhibit content, creating images, notations,
and other artifacts, and to access that record on a
personalVWeb page in the museum or following their
visit.

Rationale

The exhibit environment in museums excels in pro-
viding the public with direct experiences with phe-
nomena, ideas, and objects. But while the exhibits
provide compelling opportunities to stimulate in-
quiry and exploration, they are not, by themselves,
completely successful in supporting conceptual
learning,inquiry-skill-building,analytic experiences,
or follow-up activities at home or school. An ideal

Museums and the W!EbQOOZ: Proceedings

learning experience with exhibits would include ways
of capturing the visiting experience for later reflec-
tion, being able to access additional material that
provides a context for the exhibit, and extending
the interaction with the exhibit beyond simple ma-
nipulation. If museums are to fulfill their potential
role as multi-dimensional educational institutions,
they need additional mediation techniques that sup-
port these needs. And these techniques need to
augment the simple exhibit experience without de-
stroying the informal ambiance that is the hallmark
of museumes. In effect, what is needed are tools that
can provide the kind of contextual support with
exhibits that is offered by the familiar travel guides
but defined in a new interactive way.

Guides are an important part of our travel experi-
ence. We use them in advance to plan our trips.
They provide us with an historical context for the
country or city we are going to see.VWe take them
along to provide quick access to essential informa-
tion like addresses and transit information. We use
them as in-depth guides to tours of historical land-

Archives & Museum Informatics, 2002, p. I |
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Fig.1:Visitors using the Electronic Guidebook
in the Exploratorium
marks.They help us translate words and exchange
currency during our visit.We personalize them with
notes, hotel brochures and postcards from the
places we have stayed.We refer to them after the
trip to remind us of our visit, and they form the
basis of talking about our trip with our friends.The
best guidebooks become dog-eared from use by
the end of a trip and become keepsake reference
points for whenever we “revisit” the journey. In
short, they serve as an ongoing tool for enhancing
our direct visit experience with a place and culture.

Emerging computer and network technologies have
the potential to significantly enhance the experi-
ence of a visit to a museum, giving visitors the op-
portunity to transcend the traditional limits of time
and physical space as they engage in a museum’s
offerings. Electronic guides, enhanced via interac-
tive technology, can not only serve as reference in-
formation, but also provide expert guidance, dy-
namic advice, recommendations for further inquiry,
and other learner supports no paper-based travel
guide can provide. On the exhibit floor, additional
information, guidance, or feedback at the right time
can turn a simple interaction with an exhibit into a
meaningful learning experience. Inexpensive por-
table devices can give visitors opportunities for
exploration, sharing, explanations, context, back-
ground, analytical tools,and suggestions for related
experiences.

The visit can be extended through sustaining learn-

Before Visit During Visit After Visit
Orientation Information Reflection
Registration Context Analysis
Background Experimentation Extension

C;)mpmr at han::h:ll?: ice Computer at -
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Network server with exhibit-related content and personalized Web pages

Fig. 2:The Museum Experience Extended
through a Wireless Web-based World

orient visitors, and afterward through opportuni-
ties to continue reflection and explore related ideas.
By adding personalized technology to the museum
experience in these ways, we can greatly enhance
the visit’s educational value.

Research Project

The Electronic Guidebook project (http://
www.exploratorium.edu/guidebook/) is a National
Science Foundation funded activity designed as a
proof of concept research study to explore the
potential of portable computing devices and a wire-
less Web-based network. Headquartered at the
Exploratorium (http://www.exploratorium.edu), the
project is a partnership of the Exploratorium, Con-
cord Consortium, an educational research and de-
velopment organization,and HP Labs, the research
and development laboratory of Hewlett-Packard
Company. The Exploratorium worked with the
Concord Consortium to identify the technical is-
sues and potential uses of handheld devices in the
museum setting, and the museum formed a part-
nership with HP Labs to develop and test a Web-
based, wireless network deployable in the
Exploratorium’ physical space.The aim of the project
is to investigate how a mobile computing infrastruc-
ture can enable museum visitors to create their own
“guide” to the Exploratorium, using a personalized,
interactive system to better plan their visit, get the
most out of it while they are in the museum,and be
able to refer back to their visit once they have re-
turned to their home or classroom.

The Electronic Guidebook project focused on three

simultaneous strands of investigation:
ing opportunities: in advance through activities that 2
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l.information technology infrastructure (net-
worked components delivering the information);

2. human computer interface issues (form factors,
interfaces, and usability issues for various audi-
ences); and

3. content development (design, formatting,and topi-
cal content of deliverable information).

The project was designed as a proof of concept
study to explore potential avenues for future re-
search and development. It was not envisioned to
support the implementation of a fully functional
system, but rather to point the way for future de-
velopments. A key idea was to create the test-bed
within the existing museum context and use off-
the-shelf technology to the extent possible so as
to be able to explore this technology in a realistic
setting. Often technology projects are tested in ide-
alized conditions without the distractions and the
messiness that occurs in the real world. Our goal
was to study the interaction of all of the elements,
technology, functionality and content, within an au-
thentic situation.

The project worked with an existing set of museum
exhibits that are part of the “Matter World” exhibit
area.These exhibits that addressed topics in sound,
mechanics and heat are highly interactive, distrib-
uted in space,and individual in design. Because these
exhibits have been in the museum for many years,
there exists a rich set of supplemental materials
(text, images, teaching activities, exhibit developer
interviews, etc.) already developed. While this ma-
terial could provide a rich context for the visitor, it
is usually not readily accessible because it is scattered
in files, offices, and the brains of staff members.

The Test-bed

Initial developmental studies which tested different
devices, networks and servers were pursued in 2000
by Concord Consortium and the Exploratorium.
For the testbed we augmented the museum envi-
ronment with technologies developed by the
Cooltown research program at HP Labs (http://
cooltown.hp.com) [Kindberg (2001); Kindberg
(2000)]. In the Cooltown scenario, all physical enti-
ties (people, places and things) have a ‘Web pres-
ence’ [Debaty (2000); Kindberg (2002)]. Nomadic
users navigate from the physical to the virtual world
by picking up links toWeb resources using a variety

Pl-station: beacon (infrared), barcode, RFID
plus pi 1O and

Fig 3: Setting:The Augmented
Interactive Museum)

of sensing technologies such as infrared receivers
and barcode readers.Those readers are integrated
with their handheld device, which is wirelessly net-
worked. Users access electronic services by using
handheld devices to pick up URLs from barcodes
or infrared ‘beacons’ attached on or near the ob-
jects of interest. Those services are provided using
wireless Web technology: Web browsers on the
handheld devices and Web servers in the environ-
ment.The services can be adapted for users based
on their context, e.g. their identity, location, device
capabilities, personal interests and preferences.

The Electronic Guidebook project test-bed con-
sists of a wireless handheld carried by the visitor, a
“pi station” (point-of-information station) at each
exhibit, and a content server connected to the
World Wide Web on the Internet and accessible
both inside the museum and from home or school.
The visitor located in the museum space was iden-
tified using the handheld by a short range IR trans-
mission, an RFID sensor (http://www.aimglobal.org/
techologies/rfid/), or a barcode swipe. Data trans-
mission to the handheld was provided using a radio
LAN system in the exhibit space that provided con-
nectivity to a Web server which is connected to
the public Internet.

Each pi station is a tall stand with a base that can
contain a laptop and a panel at eye level that can
contain an IR beacon (http://cooltown.hp.com/
beacon_full.htm), RFID reader, barcode, and/or cam-
era. At each pi station, the visitor can“sense” the URL
of the main page for the corresponding exhibit. The

E TC © Archives & Musex& Lformatics, 2002 13
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Fig. 4: Handheld devices L to R HP Jornada
548, HP Jornada 690, Hitachi ePlate)

page is then retrieved from the Web server and
displayed with a browser on the handheld. The pi-
station was designed to help test different interac-
tion modalities and to facilitate working with differ-
ent exhibits for different tests. In future system de-
sign, some of this functionality might be built into
the exhibit itself.

Three types of hand-helds have been used for the
studies: HP Jornada 690’s and 720’s (a Hand-held
PC with a physical keyboard), HP Jornada 540’s (a
Pocket PC with on-screen keyboard), and Hitachi
ePlates (touch-screen tablets). The hand-helds are
connected to the network using 802.11b cards
which provide wireless connectivity at | | mbps.A
single 802.11b base station is connected to the
Exploratorium’s network near the exhibits.

The Jornadas have IR communication ports and
Esquirt software that allows them to collect URLs
from Cooltown IR beacons.When the visitor points
the Jornada at an IR beacon, the beacon transmits
to the Jornada the URL of the on-line content as-
sociated with that beacon. A barcode reader is at-
tached to the Hitachi ePlate.The raw ID provided
by the barcode is mapped to a URL, which is then
treated like the URL's provided by beacons.

Information and contextual material for each ex-
hibit are displayed on the hand-helds using a modi-
fied Web browser.When the visitor picks up a bea-
con or barcode for an exhibit, the main page for
that exhibit is automatically displayed.The browser’s
user interface has been simplified so that the only
browser buttons are forward, back, home, and a
bookmark, which we added to allow visitors to
record visited pages in their personal scrapbook.

Using the System

Visitors carry the electronic guidebooks with them
as they walk through the museum floor. As they
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Fig. 5: Echo Tube Pages

walk up to a particular exhibit, the guidebook pro-
vides interaction, information, and ideas about the
exhibit When approaching the Exploratorium’s Echo
Tube exhibit, for example, visitors see a small Web
page on their handheld guidebook, suggesting ways
of interacting with the tube, such as clapping and
counting to measure the speed of sound.The guide-
book also provides visitors with intriguing questions
to consider (such as,“What does a dog bark in the
tube sound like?”) and a way for them to enter their
own questions and observations (which other visi-
tors can then access). In addition, visitors can learn
more about the science of echoes (with deeper
explanations than available on the exhibit label), real-
world connections (for example, recommended
locations in the San Francisco area for hearing ech-
oes), and the history and evolution of the exhibit
itself (including stories from the exhibit develop-
ers). The system allows visitors to save items of
interest to a personalized Web page that they can
access after their visit at home or school.

All exhibits have a main page whose URL is stored
in the pi station,as well as 3-4 sub-pages.When the
main page gets downloaded by the browser (after
picking up a URL through a beacon or a barcode),

2 D
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visitors can click on any part of the image to get to
the “nuggets” page which provide links to several
areas for further exploration of content related to
the exhibits.

In addition to the individual exhibit pages, visitors
can access the Electronic Guidebook home page.
The home page contains a list of exhibits and a map
of exhibit locations. It also gives visitors access to a
personal scrapbook page on the server where they
can record URLs of interesting material which can
be reviewed later on the WWW from any browser.

Research Studies

The research team that is studying the use of the
test-bed is made up of museum educators, scien-
tists, educational technology researchers, learning
researchers and human-computer interface re-
searchers. The project started with a set of ques-
tions that the test-bed was designed to help an-
swer.

Technology Development

* What is the feasibility and effectiveness of vari-
ous wireless receiving and transmitting solutions
for an exhibit space including distributed and/or
centralized infrared and radio transceivers!?

* What is the appropriate distributed computing
power relationship between the handheld device,
the exhibit computer, the transceiver system and
the network servers!?

* What is the optimal integration of the dynamic
user database in the Web environment!?

*  What are the appropriate handheld device data
sensors for the museum exhibits and the design
issues surrounding the interface between these
sensors and the exhibits themselves?

Interface Design

* What is a feasible system for providing handheld
devices to the public? How can we distribute
these devices equitably and to a diverse cross-
section of our visitors!? Will the devices be used
by individuals or by multiple visitors in a group?
How will security be handled? What are the lo-
gistics of carrying them on the exhibit floor?

* What are the issues surrounding the use of these
physical devices during a visit to an exhibit envi-
ronment! How can we integrate the devices into
the complex social activity of a museum visit with-
out fragmenting a group? How can they be com-
fortably handled during a prolonged visit?

* What is an appropriate software, hardware and
exhibit graphics interface design for the experi-
ence at the exhibit, at home before or after a
visit and in the Learning Studio as part of the
museum visit! What are the important accessi-
bility issues? For example, how many visitors have
Web access! For those who do not have Web
access at home, in what ways can we provide them
with closure to their experience?

* What are the key hardware and software design
issues (screen size, speed of use, amount of ma-
terial) that form a threshold of feasibility for this
idea? What are the specific design elements (text,
graphics, etc) which are important for the expe-
rience? What are the specific mediation compo-
nents that this technology can support at exhib-
its (capturing information, providing context, cre-
ating representations, taking data)?

Educational Potential

* What is the effectiveness of the Electronic
GuideBook system for capturing experience, pro-
viding context and extended interaction? How
can we create resources that stimulate explora-
tion and reflection rather than having the hand-
held just seem like an electronic textbook?

* What kinds of learning can we facilitate: Cogni-
tive? Affective? Attitudinal? Skill-based? What are
the key issues that might motivate the use of these
devices? How can we create resources that stimu-
late exploration and reflection?

* What is the value of the different project com-
ponents to the overall educational experience (i.e.
pre visit, at the exhibit, in the museum’s class-
room spaces, in the home after the visit)?

The initial work has been focused on developing
the test-bed and initiating the study with a series of
research questions.These studies have focused on
the following ideas:

23
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* What are the basic affordances? For example, is
the device easy to carry! Are screen graphics easy
to interpret!? Is the wireless connectivity reliable?
Is the 1-2 meter range for reading a Cooltown
beacon more convenient for users than the |-
10cm range for scanning a barcode?

* What is the visitors’ attention to artifacts? That
is, how much attention do the users pay to each
exhibit or piece of on-line content, and what is
the quality of this attention? For example, did the
users look at a particular page! If so, did they
glance at it or read some text on it, for example?
Were the users mainly paying attention to the
exhibit, paying attention to the content on their
handheld device, or fiddling with the device itself
(e.g. trying to solve some problem with the in-
terface)?

* Whatare the visitors’ paths through physical and
virtual space! What is the sequence of points in
physical space (exhibits) and virtual space (Web
pages) through which the users pass as they visit
the museum? Of particular interest are trajecto-
ries that correspond to high-level user events such
as following a virtual link to get more informa-
tion on a topic, deciding to walk over to another
exhibit, shifting attention back and forth between
the physical and virtual at a single exhibit.

The next set of studies (currently underway) are
designed to help us better understand how differ-
ent types of content (including different multime-
dia formats, types of suggested activities, and the
ability for visitors to add their own observations
and ideas) affect users’ experience at the
Exploratorium and in what ways mobile electronic
resources support or hinder their experience in
the museum context. Also planned are studies of
the “out of museum” use of the network to ex-
plore its utility before and after a visit.

Overview of Studies

To date, we have carried out several rounds of in-
formal visitor studies. The goal of these tests was
to get a general sense of how visitors reacted to
the system and to uncover major issues.The users
for these initial tests were 12 local school teachers
(9 female, 3 male), 14 other adults (8 male, 6 fe-
male), and 8 young people, ages 10-17, (5 male, 2

female).The adults ranged in age from about 25 to
about 50.All users were fluent speakers of English
with no major physical disabilities.

The evaluation approach selected for the tests was
participant observation with a project member
shadowing a visitor or a small group of visitors.Visi-
tors were directed up to the general area of the
instrumented exhibits. They interacted with those
exhibits and sometimes nearby non-instrumented
exhibits. The project members observed the visi-
tors’ actions and reactions, and helped them out
when they had major problems. Semi-structured
interviews were held afterwards.The tests were done
when the museum was open to other visitors.

For these initial tests, we used HP Jornada 690,
except for one subject who used an Hitachi ePlate.
In-depth content has been developed for six exhib-
its, including one pair of exhibits that are themati-
cally related to one another. Most of the pages have
heavily graphical content, with a few having mixed
text/graphics content and parallel audio content.The
content is formatted for the Handheld PC display
size.A stand was placed next to each exhibit, with a
barcode and IR beacon containing the appropriate
URL for each exhibit’s content. Content was de-
signed primarily for an adult audience.

Lessons Learned

The overall reaction from the visitors was positive.
They enjoyed reading the on-line content. Some
adults felt that the content would not be interest-
ing to children. However, children who used the
system did actually spend a fair amount of time read-
ing the on-line content and trying out possibilities
suggested by it.Visitors frequently commented that
the hand-helds were really fun, novel devices. On
the one hand, this helped keep them interested. On
the other hand, the “wow"” factor of using the de-
vice distracted them from paying attention to both
the exhibits and the on-line content.

Above all, visitors liked the idea of being able to
bookmark information to look at later. Both teach-
ers and children thought this feature would allow
the children to play more during their museum visit,
completing related homework assignments after the
visit.

24

16 © Archives & Mu'seum Informatics, 2002



Museums and the Web 2002

Aside from technical problems discussed below, the
main negative comments were that using the hand-
held tended to distract people from playing with
the exhibits. The issues here are both mechanical
and cogpitive. Holding the handheld prevents people
from freely using their hands to manipulate the ex-
hibits. Moreover, reading the content is itself dis-
tracting from interacting with the exhibit.

Using hand-helds in a museum setting may also dis-
rupt normal social interactions between members
of social groups, because each visitor can get lost in
the world of the device and pay less attention to
the rest of his group. For example, we observed
two boys moving around the museum floor together,
talking about the exhibits and working things out
together.Yet when we gave them each a handheld,
one spent more time reading the information on
the device while the other was still interested in
seeing as much as he could. On some occasions,
when they needed two people to make an exhibit
work, they had to spend time trying to find each
other again. We believe that these issues can be
overcome by designing a system to specifically sup-
port visitors’ conversation patterns, such as the
system tested at an historic house [Aoki (2000);
Woodruff (2001)] where the electronic guidebook
became a third party in the visitor conversation.

Handheld design and features

Hand-helds do not routinely come with straps. Car-
rying cases are only available for certain models.
This represented a serious problem in the
Exploratorium because visitors must have one or
both hands free to operate the exhibits.When early
trials made it apparent that a strap was necessary,
we had to resort to tying a strap around the Jornada
690's hinge. However, even with a strap attached to
it, a Hitachi ePlate was too heavy to use for a pro-
longed time during the visit.

Qur original plan involved comparing audio rendi-
tions of content to parallel graphic versions,as in a
recent handheld project at an historic house (Aoki
2000 and Woodruff 2001) This study found that visi-
tors preferred audio content to visual content, pre-
sumably because it left their eyes free to look at
the exhibits. However, the Exploratorium is ex-
tremely noisy.When the Jornada is held in the hand,
sound from its speakers is essentially inaudible. Some

visitors were not even aware that any sound was.
b

playing. Headphones can be used, but the Jornada
690 happens to lack a headphone jack (a problem
fixed in the Jornada 720).Therefore, the visitors had
to be prompted, by on-screen graphics, to hold the
hand-held up to their ears.

Robustness issues are a concern for use in an inter-
active science museum. Robust devices are essen-
tial if on-line content is to be seamlessly integrated
into everyday activities.The hand-helds struck most
visitors as too fragile to withstand being dropped
or bumped. Many exhibits at the Exploratorium in-
volve materials like sand and water, which handhelds
were not designed to withstand.

The wireless network performance was adequate
for downloading Web pages and short audio files.
However, network performance can be disrupted
by obstacles such as elevator shafts. It is essential
to test network performance in the place where it
will be used and to check carefully for possible
“holes” where performance is bad. Multiple wire-
less base-stations may be required in such a case.

Picking up Beacons and Barcodes

We found that visitors were able to sense beacons
or barcodes with the handheld devices with little
trouble. Other Cooltown demos have used a beep
to indicate successful beacon or barcode pickup.
Since this sound cannot be heard in the
Exploratorium, visual feedback must be provided
instead.

Likewise, we found that a brief hands-on introduc-
tion is required: sending visitors off with only ver-
bal instruction isn’t sufficient. However, all visitors
became fluent with the devices quickly. The one
person who used a barcode reader behaved simi-
larly to those using beacons.

The visitors never accidentally picked up an IR bea-
con for a different exhibit. However, some visitors
accidentally picked up an exhibit’s beacon repeat-
edly, because they happened to hold the Jornada so
that its IR port pointed at the beacon while they
were browsing the on-line content. We have since
added features to the browser to minimize dupli-
cate pickups by ignoring them if they occur very
soon after original pickup, and by querying the visi-
tor about whether to redisplay the exhibit top-level
page if the delay is longer.

- ‘
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Graphical User Interface

In these studies, we gave visitors only extremely
brief instructions on how to use the browser inter-
face.Visitors familiar with hand-helds and browsers
had no trouble using the interface. However, some
visitors inexperienced with hand-helds had signifi-
cant problems successfully selecting objects on the
touch screen, e.g. they dragged the stylus along the
surface rather than tapping. The visitors also weren’t
familiar with standard browser buttons such as
back”. However, these visitors did use the system
successfully after brief hands-on instruction. For the
last two trials, we added a practice exhibit to the
check-out process to alleviate this problem.

Content Design and Navigation

Visitors were navigating the content using a stylus
and clicking on images or text hyperlinks presented
on the Web pages. When the top-level navigation
page for an exhibit consisted of one large picture
(e.g. Fig. 6), some visitors had trouble figuring out
that they could click on part of it or which parts of
it were click-able. Some visitors expressed a desire
to be able to see how much content there was for
each exhibit and which parts of it they had/hadn't
seen so far.

Many visitors to the Exploratorium seem to mi-
grate from one exhibit to the next interesting-look-
ing one. In such cases, the visitors only need to be
able to locate a pi station once they have already
approached the chosen exhibit. This is not difficult
so long as the pi station has a reasonably distinctive
appearance.
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However, other visitors may wish to follow a tour
or see a group of thematically related exhibits. Or
the on-line content may suggest another exhibit
closely related to the one they are at. It is unclear
how to best direct visitors from one exhibit to an-
other exhibit. Some of our test visitors had diffi-
culty locating pi stations on the same floor and only
a modest distance away, even when marked by bright
orange flags. The on-line map wasn’t used much -
probably because it was not prominent enough in
the on-line interface or was too difficult to relate
to the 3D environment.

Future Research Plans

We plan to continue our research with the test-
bed in the future with a specific aim of conducting
studies with different audiences (general public,
school field trips, Explainers (floor interpretive staff),
teachers, members and staff.) An important feature
of our next study will be to examine the potential
use of the system in before-and-after visit situa-
tions. Our aim is to continue to explore issues of
using wireless networks and portable computers
to expand and extend the museum visit experience.

Conclusion

An additional part of the Electronic Guidebook
project is a conscious effort to stimulate discus-
sions within the museum community and between
museums and industry about the potential of using
these systems in a museum setting.To initiate these
discussions, the Exploratorium sponsored the first
Electronic Guidebook Forum in the fall of 2001.This
two-day forum brought together 39 researchers and

Fig. 6: Electronic Guideb?k Home Page
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developers from industry, academia, and the mu-
seum world for discussion of the latest findings on
the application of handheld computers and wire-
less networks in museum exhibitions. The forum
discussions centered on interrelated aspects of elec-
tronic guidebook projects in museums and on
emerging questions from the field. The format in-
cluded full group discussion of these topics, as well
as discussion in small groups on lessons learned
and recommended next steps. The goal of the fo-
rum was to identify key issues in the museum field
that will inform further work on wireless handheld
devices and stimulate research and implementation.
An in-depth report on the forum is available at
http://www.exploratorium.edu/guidebook/.

Acknowledgements

The authors would like to sincerely acknowledge
the hard work and support provided by the many
people who have contributed to this project. They
include:

Katherina Audley, Stephen Bannasch, Doug Conaway,
Philippe Debaty, Margaret Fleck, Marcos Frid,
Caroline Gattein, Joshua Gutwill-Wise, Ron
Hipschmann, Sherry Hsi, Tim Kindberg, Eamonn
O’Brien-Strain, Mike Petrich, Rakhi Rajani, Natalie
Rusk, Larry Shaw, Robert Tinker, Quan Tran,Adrian
Van Allen, Noel Wanner, Karen Wilkinson.

This material is based upon work supported by the
National Science Foundation under Grant No. ISE-
9901985.

References

Aoki, P. M. (2000) and Woodruff,A. Improving
Electronic Guidebook Interfaces Using a
Task-Oriented Design Approach. Proc. 3rd
ACM Conf. on Designing Interactive Systems,
New York, NY,Aug. 2000, 319-325.

Debaty, P. (2000) and Caswell, D. Uniform VVeb
Presence Architecture for People, Places, and
Things. HPL Technical Report HPL-2000-67,
to appear in the |EEE Personal Communica-
tion magazine on Pervasive computing.

Kindberg,T. (2002). Implementing physical
hyperlinks using ubiquitous identifier resolu-
tion. HP Laboratories technical report HPL-
2001-95r.1.To appear in Proceedings | Ith
International World Wide Web Conference,
Honolulu, May 2002.

Kindberg,T. (2001) and Barton. J. A Web-based
Nomadic Computing System. Computer
Networks, Elsevier, vol 35, no.4, March 2001,
443-456.

Kindberg,T. (2000) et al. People, Places, Things:
Web Presence for the Real World. Proc. 3
Annual Wireless and Mobile Computer
Systems and Applications, Monterey CA, USA,
Dec. 2000, 19.

Woodruff,A. (2001), Aoki, PM., Hurst,A., and
Szymanski, M.H. Electronic Guidebooks and
Visitor Attention. Proc. 6th Int’l Cultural
Heritage Informatics Meeting (ICHIM ‘01),
Milan, Italy, Sep.2001.

27

© Archives & Museum Informatics, 2002 19



Q

ERIC

Aruitoxt provided by Eic:

Eavesdropping on Electronic Guidebooks:
Observing Learning Resources in
Shared Listening Environments
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Margaret H. Szymanski, and James D.Thornton,
Palo Alto Research Center, USA

Abstract

We describe an electronic guidebook. Sotto Voce, that enables visitors to share audio information by eavesdropping on
each other’s guidebook activity.We have conducted three studies of visitors using electronic guidebooks in a historic
house: one study with open air audio played through speakers and two studies with eavesdropped audio.An analysis of
visitor interaction in these studies suggests that eavesdropped audio provides more social and interactive learning

resources than open air audio played through speakers.

Introduction

Previous research suggests that users of electronic
guidebooks prefer open air audio delivered through
speakers to audio delivered through a headset (see,
e.g., Kirk,200|;Woodruff,Aoki, Hurst, & Szymanski,
2001).The well-known visitor desire for social in-
teraction (Hood, 1983) is a key reason for this pref-
erence: when visitors use open air audio, they can
listen to content together and discuss it, whereas
headsets often isolate visitors into experiential
“bubbles” (Martin, 2000). However, open air audio
is problematic when many visitors are present in
the same location, as has been confirmed by infor-
mal experiments conducted by commercial audio
guide vendors (L. Mann, Antenna Audio, personal
communication).

We describe an alternative mechanism for sharing
audio.This mechanism, which we call eavesdropping,
preserves the social interaction enabled by open
air audio while avoiding the audio “clutter” that
open air audio necessarily entails. In our system,
visitors independently select objects in their guide-
books and listen to the audio content through one-
ear headsets; these headsets allow them to hear
each other speak and interact conversationally. Fur-
ther, wireless networking enables visitors to op-
tionally listen to their companion’s guidebook in
addition to their own.The intimate, often directed,
nature of the resulting shared audio context has
led us to call the system Sotto Voce.

Museums and the Web 2002: Proceedings

Our design is guided by the following principle: we
want to support visitor interaction with three main
entities that make demands on their attention.These
entities are the information source, the visitor’s
companions, and the physical environment — “the
guidebook, the friend, and the room” (Woodruff,
Aoki et al., 2001). As we add capabilities that en-
hances visitor interaction with one entity, we must
be careful that we do not compromise visitor inter-
action with the others (e.g., we do not want to im-
prove visitor-visitor interaction at the expense of
visitor-room interaction.)

To understand the impact of the eavesdropping
mechanism on the overall visitor experience, we
conducted two studies of visitors using the system
to tour a historic house. We applied qualitative
methods to the resulting data, including an analysis
of visitor interviews and an applied conversation
analytic study of recorded audiovisual observations.
Because the eavesdropping was an optional feature
that visitors could turn on or off at will, we ob-
served several categories of use, e.g., pairs of visi-
tors who did not use eavesdropping, pairs of visi-
tors who used eavesdropping intermittently, and
pairs who engaged in continuous mutual eavesdrop-

ping.

In this paper, we focus on the visitors who engaged
in mutual eavesdropping, which is the category that

(I’
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most closely approximates open air audio.VWWe com-
pare the typical behavior of these mutual eaves-
droppers to that of visitors in a previous study who
used open air audio to create a shared listening
experience (Woodruff,Aoki et al., 200 |; Woodruff,
Szymanski,Aoki, & Hurst,2001). (The three studies
are summarized in Table 1.) Most of the discussion
is based on analysis of the observational data. We
observe that mutual eavesdroppers had a different
activity structure and were more mobile than visi-
tors who used open air audio.As a result of these
changes, mutual eavesdroppers had increased re-
sources for engaging in interactive learning: they had
richer and more extensive social interaction, and
they had more resources for physically exploring
their environment. For example, visitors had more
substantive discussion in response to guidebook
descriptions, and they were more likely to discuss
objects not described in the guidebook. Given the
importance of social learning in the museum envi-
ronment (Falk & Dierking, 2000), the preliminary
evidence presented here is encouraging and sug-
gests further avenues for work along these lines.

The remainder of the paper is organized as follows.
First, we discuss the design of Sotto Voce. Next, we
describe the method employed in our user study.
We then turn to findings. These are divided into
the impact of the design on visitor behavior and
the implications of these behavioral changes for visi-
tors’ learning resources. After discussing related
work, we summarize our findings and describe fu-
ture directions.

Prototype Design

In this section, we discuss the design and imple-
mentation of the guidebook device, key aspects of
its user interface, the design goals for the audio
environment, the eavesdropping mechanism, the
audio delivery mechanism, and the construction of

the audio content. The design is the same as that
used in Study 2, reported in (Aoki et al., 2002), but
we briefly discuss it here to provide context. Over-
all, visitors have a positive response to the guide-
book and report that it is easy to use (Aoki et al.,
2002;Woodruff,Aoki et al., 2001).

Guidebook device. We implemented the device
using the Compaq iPAQ* 3650 handheld computer,
which includes a color LCD touchscreen display.
With an IEEE 802.1 Ib wireless local-area network
(WLAN) card, the device measures 163mm x
83mm x 34mm (6.4 x 3.3” x 1.3”) and weighs
368g (13 oz.).

To support eavesdropping, paired devices commu-
nicate over the WLAN using Internet protocols
(UDP/IP). The audio content is the same on all de-
vices, so the devices send and receive control mes-
sages (“start playing clip 10,” “stop playing clip 8”)
rather than waveform audio. Since our goal is to
enhance co-present interaction, the device does not
support remote voice communication.

User interface. This part of the system is very
similar to that used in previous studies, and its de-
sign rationale is more thoroughly described else-
where (Woodruff,Aoki et al., 2001). Individual visi-
tors obtain information about objects in their envi-
ronment using a visual interface. This helps visitors
maintain the flow of their visual task (looking at the
room and its contents), which tends to reduce de-
mands on user attention.The interface resembles a
set of Web browser imagemaps; at a given time, the
visitor sees a single photographic imagemap that
depicts one wall of a room in the historic house
(Figure |, center).Visitors change the viewing per-
spective (i.e.,display a different imagemap) by press-
ing a hardware button. When visitors tap on an
imagemap target, the guidebook plays an audio clip
that describes that object. Many, but not all, of the

Table |. Summary of studies conducted.

Audio sharing Participants
Study | mechanism Recruited  Public

Previous
papers

| Open air 14

(Woodruff, Aoki et al., 200 1; Woodruff,
Szymanski et al., 2001)

12

3 Eavesdropping 47

(Aoki et al., 2002)

. Table |

]
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Figure 1. Electronic guidebook and headset.

objects visible on the screen are targets; to help
visitors identify targets, the guidebook displays tap
tips (Aoki, Hurst, & Woodruff,2001) — transient tar-
get outlines that appear when the user taps and
fails to “hit” a target (Figure |,bottom left).A dem-
onstration of the visual interface is available online
(htep://www.parc.com/guidebooks/).

Audio design goals. Results from Study | sug-
gested several design criteria. Visitors want to be
able to share audio descriptions and converse. At
the same time, visitors want to retain personal con-
trol over the selection of descriptions. Further, the
design needs to facilitate the ability of visitors to
explore their physical environment, and the design
needs to be sufficiently lightweight that it makes
minimal demands on the users’ attention. Finally,
the design needs to be feasible in public environ-
ments with many visitors.These criteria ruled outa
number of options like open air audio (which is not
feasible for large numbers of visitors) or splitters
that allow two visitors to listen to audio from a
single device (which restrict visitor movement and
do not allow visitors individual control over the
audio content to which they are listening).The eaves-
dropping model described below is an alternative
that meets all of the criteria.

Eavesdropping. In concrete terms, paired visitors
share audio content as follows.When visitor A se-
lects an object on her device, she always hears her
own audio clip. If A is not currently playing an audio
clip, but her companion B is, then B’s audio clip can
be heard on A’s device. In other words, audio clips
are never mixed, and A’s device always plays a per-
sonal clip (selected by A) in preference to an eaves-
dropped clip (selected by B).Audio playback on the
paired devices is synchronized; if A and B are both

listening to their own clips and A’s clip ends first,A
will then hear the remainder of B’s clip as if it had
“started in the middle.” To control a device’s eaves-
dropping volume (i.e., the volume at which A hears
B’s clips), the interface includes three option but-
tons: “Off,” “Quiet” and “Loud” (Figure |, top left).
“Loud” is the same as the volume for personal clips.

In abstract terms, eavesdropping provides a rela-
tively simple audio space model (Mackay, 1999).We
did consider other options, such as a telephony-
like connection model in which visitors would in-
dependently initiate and terminate audio sharing
sessions with their companions. We also consid-
ered email-like asynchronous models in which visi-
tors would send and receive audio clips at their
convenience. We rejected more complex abstrac-
tions that involved multiple actions (send/receive,
connect/accept/reject, etc.) because we believed that
the necessary interface gestures would distract visi-
tors from their experience with the environment
and their companions. In the audio space model,
sharing requires no gestures of its own.To “receive,”
a visitor merely sets the eavesdropping volume.To
“send,” a visitor simply selects an object; playing a
description has the side effect of sharing it, if the
companion chooses to eavesdrop.The audio space
model has the further advantage that it supports
simultaneous listening, which enhances social inter-
action by creating the feeling that the content is
part of a shared conversation (Woodruff, Szymanski
etal, 2001).

Audio delivery.Visitors hear descriptions through
headsets.We conducted a small study (n=8) to iden-
tify headsets that would allow visitors to converse
and that visitors would readily accept (Grinter &
Woodruff, 2002). Based on this study, we chose
commercial single-ear telephone headsets, locally
modified by the removal of the boom microphone
(Figure 1, right). This configuration leaves one ear
available to hear sounds from the external environ-
ment, and visitors find the over-the-head design
desirable because it is familiar and gives them the
sense that the headset is securely attached.

Audio content. The prototype contains descrip-
tions of 51 objects in three rooms of the house. In
most regards, the descriptions are recorded along
principles described in (Woodruff, Szymanski et al,,
2001). The audio clips vary in length between 5.5
and 27 seconds, with the exception of one story
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that runs for 59 seconds. The clip length is much
shorter than conventional audio tour clips, which
often run to 180 seconds, and is intended to facili-
tate conversation by providing frequent opportu-
nities for visitors to take a conversational turn.

Since we use single-ear headsets, both personal and
eavesdropped audio content are necessarily pre-
sented in the same ear.WVe distinguish the two types
of content using two mechanisms. First, we apply a
small amount of reverberation to the eavesdropped
audio. A single earphone cannot effectively deliver
spatialized audio (Blauert, 1997), but can support
other sound effects; we chose reverberation after
conducting user tests (n=6) involving scenario-based
tasks using the guidebook. Second, the default eaves-
dropping volume (“Quiet”’), which is most frequently
used by visitors, is softer than the personal volume.

Method

We have conducted three major user studies at
Filoli, a Georgian Revival historic house located in
Woodside, California (http://www.filoli.org/). Study
| used an earlier version of Sotto Voce that sup-
ported open air audio, whereas Studies 2/3 used
the current version of Sotto Voce that supports
eavesdropping as described in the design section of
this paper. Study | and Study 2 involved previously
recruited participants on days the house was closed
to the general public, whereas Study 3 involved 47
visitors recruited on-site on days the house was
open to the general public. (Again, these studies
are summarized in Table 1.)

Because the participants and procedures for Study
I and Study 2 have been reported previously, be-
fow we report only the participants and procedure
for Study 3.We then discuss our analytic methods,
which were the same in all studies.

Participants. In Study 3, we observed 20 pairs,one
group of three, and one group of four using the
guidebooks. These pairs and larger groups were
comprised of visitors who had come to Filoli to-
gether, e.g., mother/daughter or friend/friend pairs.
The majority of visitors had not previously used a
handheld device.The visitors covered a wide range
of ages: the youngest visitors were in the “18-29"
age range, and seven visitors who used the guide-
book were “over 70.” (While we had several chil-

N .'31

dren test SottoVoce in the first and second studies,
visitors from the ages of approximately 5-17 are
quite rare at Filoli unless they are visiting with a
school group.)

Procedure. Visitors to the house were recruited
at the entrance to the Library, the first room dis-
cussed in the guidebook After signing consent forms,
visitors were fitted with a wireless microphone,
given guidebooks, and trained in their use. Next,
they visited the three rooms for which the guide-
book had content. When they finished using the
guidebooks, they participated in a semi-structured
interview.

The visitors’ conversation and comments during the
interview were recorded using the wireless micro-
phones; the visitors were videotaped by fixed cam-
eras while using the guidebooks (all visitors to the
house were notified that videotaping was in
progress); and the visitors’ use of the guidebooks
was logged by the device.

Visitors typically spent about |5 minutes using the
electronic guidebooks. Their participation in the
study took approximately 30-45 minutes; no time
limits were imposed during any portion of the pro-
cedure.

Analysis. We analyzed the data in several ways. For
example, we transcribed and analyzed the interview
data to examine the visitors’ attitudes and feelings
about the technology and their experience. The
majority of the findings presented in this paper are
based on another method we used, conversation
analysis (Sacks, 1984).

Conversation analysis is a sociological method used
to examine naturally occurring social interaction
to reveal organized patterns.

To find such patterns, conversation analysts study
collections of interactive encounters and identify
sequences of actions that were recurrently made by
the participants. Actions in our context might in-
clude making a verbal utterance, pointing at an ob-
ject, or selecting a description.

To this end, we create a composite video of visitors
and their guidebook screens and audio (re-created
from the guidebook activity logs). We then tran-
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scribe the actions taken by visitors, including dia-
logue, and look for recurring patterns to identify
visitors’ systematic practices.

From Open Air To Eavesdropping:
Changes In Visitor Behavior

In this section, we compare the behavior of the pairs
who chose to use mutual eavesdropping in Studies
2/3 to that of similarly engaged pairs who used open
air audio in Study 1.

Specifically, we discuss the structure of the visitors’
interactions and their physical mobility. The effect
of these aspects can be identified in the visitors’
learning-related behavior, which is the subject of
the following section.

Changed Activity Structure

Visitor activity was structured very differently with
eavesdropped audio than with open air audio.The
new structure had a lower coordination cost, de-
manding less attention. The decreased attention
burden was reflected in the visitors’ interactions.

In all of the studies, a single overall structure per-
vaded the interactions. Specifically, they exhibited
the sequential, multi-phase organization known as
storytelling in the conversation analytic literature
(Sacks, 1974); as part of this organization, visitors
created a conversational role for the audio descrip-
tions, i.e., they treated the guidebook like a “third
party” taking an extended conversational turn (Aoki
et al.,2002;Woodruff, Szymanski et al.,2001). Paired
visitors entered a state of engagement at the be-
ginning of a given storytelling sequence; levels of
engagement generally rose and then fell over the
course of a given sequence; and visitors then had
the options of dis-engaging (resulting in indepen-
dent activity), remaining engaged in shared activity,
or maintaining a nascent engagement in expecta-
tion of subsequent re-engagement (Szymanski,
1999).

With open air audio, visitor interactions tended to
focus on choosing individual objects and coordi-
nating with their companions to listen to the de-
scriptions. This setup, repeated for each sequence,
focused more attention on coordination activity
than seems necessary or desirable. However, the

open air audio did afford the opportunity to par-
ticipate in shared responses to the “story,” moti-
vating the visitors to begin setup for another se-
quence.

By contrast, participation in mutual eavesdropping
created an ongoing assumption that the couple
would continue in the shared activity.This supposi-
tion of continuing shared activity meant that setup
tended to be cursory. Further, while open air audio
was primarily conducive to follow-up discussions
that related directly to descriptions, mutually eaves-
dropped audio was conducive to many diverse types
of follow-up sequences such as discussion of ob-
jects not described in the guidebook.

The change in activity structure had at least two
beneficial effects.

* First, by reducing the effort needed to choose
and listen to descriptions, mutual eavesdropping
freed visitors to direct more attention to mean-
ingful interactions with their environment and
their companions (i.e., away from the guidebook
and routine coordination). In other words, the
reduction in low-quality coordination talk meant
that visitors had more time to investigate the
room and its contents and that a higher propor-
tion of talk tended to focus on topics of sub-
stance.

* Second, since the new activity structure sup-
ported more diverse types of sequences, visitors
were more likely to pursue new topics or inves-
tigate objects not described in the guidebook.

Increased Mobility

Visitors in Studies 2/3 were noticeably more mo-
bile during periods of engagement. In Study 1, the
open air audio was played at a low volume, so any
movement that changed the relative position of the
visitors could cause significant sound attenuation
due to distance or blockage (e.g.,due to interposed
obstacles — even changes in body orientation could
cause the audio to be blocked).As a result, couples
tended to remain close together and stationary
while sharing audio descriptions. See Figure 2a, in
which a grandmother is bending over to listen to
the audio description that her granddaughter is play-
ing of the portrait over the fireplace. Note how
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Figure 1. Comparison of visitor mobility patterns.

(a) Visitors standing close together when
using open air audio.

this position prevents her from examining the paint-
ing while she listens. In Studies 2/3, visitors were
less constrained. Because movement could not at-
tenuate the audio information, visitors could sepa-
rate from each other physically while listening to
descriptions and remaining engaged. See Figure 2b,
in which both visitors are listening to a description
of the marble staircase.While both visitors are ex-
amining the staircase, they have each chosen differ-
ent vantage points. However, this positioning does
not compromise their social connection: when the
audio description reveals that only the first four
steps are actually solid marble, the male visitor looks
to his companion and she laughs, even though they
are not standing together.

The increased mobility resulting from use of mu-
tual eavesdropping took many forms.VWe observed
several common behaviors that rarely, if ever, oc-
curred with open air audio. For example, visitors
would often walk together while a description was
playing, e.g.,to approach the object being described.
In other cases, a single visitor would walk closer to
the object currently being described while their
companion remained stationary. In still other cases,
a visitor would investigate a different object from
the one currently being described and then rejoin
the companion.

From Open AirTo Eavesdropping:
Increased Resources For Learning

The study observations provide evidence that both
of the factors described in the previous section ~

3

(b) Visitors standing far apart when using
mutually eavesdropped audio.

the changed activity structure and increased mo-
bility during engagement — improved the learning
environment. Here, we discuss two learning-related
resources that were enhanced by the guidebook:
the nature of the visitors’ social interaction and their
opportunities for exploring the room and its con-
tents.

Our analyses are based upon a collection of tran-
scribed excerpts from which the following extracts
have been derived. These extracts are meant to
exemplify and highlight specific behaviors rather than
to illustrate the organization of the visitors’ inter-
actions (space limitations preclude the use of rep-
resentative excerpts of this kind).

Table 2 summarizes the notation used in this sec-
tion. For clarity of presentation, the extracts have
been simplified to use conventional capitalization
and punctuation (e.g., commas and periods).

Note that the discussion in this section is limited
to the increased availability of learning resources. A
claim of increased learning would require a different
type of study, e.g., one that measured the visitors’
knowledge before and after their visit. Such a study
is beyond the scope of this paper.

Table 2. Summary of transcription notation.

X: Visitor X is speaking. ({(comment or action))
X-PDA: Visitor X’s guidebook is speaking.

*°whisper®® Speech at reduced volume.

emphasis Emphasis in speech.

) A conversational pause of n seconds. (.)
indicates a “micropause.”
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Depth and Length of Social Interaction

When using mutual eavesdropping, visitors re-
sponded more fully to audio descriptions. Visitors
were also more likely to discuss features of the
object not mentioned in the description or to dis-
cuss objects that were not described in the guide-
book at all.

Each of these phenomena represents a way in which
visitors collaboratively built on the shared audio
descriptions, working together to construct mutual
learning resources that broaden, deepen or expand
their discussion of the room’s contents.The impor-
tance of such social learning, particularly (but not
limited to) conversation, has been widely supported
in the visitor studies literature (see, e.g., (Falk &
Dierking, 2000; Russell, 1994)). Social interaction
around artifacts affords the “opportunity for the
visitor to make connections with familiar concepts
and objects” (Hein, 1995); adding resources for in-
teraction adds more such opportunities.The remain-
der of this subsection gives some examples, linking
the behavioral changes of the previous section to
the construction of learning resources.

Characterizations. With mutual eavesdropping,
response to an audio description was likely to be
more reflective and include a physical focus relative
to the object being described.With open air audio,
visitors would often have a very minimal response,
and even the more substantive responses were gen-
erally limited to reactions to the description that
had just occurred.

The following extracts are representative of this
effect. Consider V and W (Extract |, Study 1) who
were listening with open air audio.

V-PDA: Many of the top shelves con-
tain false books. They are lighter than nor-
mal books, so they reduce the stress on the
bookcases. Many are made of greeting cards,
clothing, fabric, et cetera.

W: Eh hah, that’s a riot. (W looks atV and
smiles)) (0.2) They're just for looks.

Extract 1.

WhileV and W do share a response, the substance
is limited to a single paraphrase of the audio de-
scription, analogous to “text echo” of exhibit labels
(McManus, 1989) (though possibly more affective,
because of the audio delivery).

By contrast, consider an interaction in which | and
L (Extract Il,Study 2) were mutually eavesdropping.

L-PDA: ... All of the architectural fea-
tures of this room, including the walnut pan-
elling,are modelled on an 18th century Brit-
ish library. In the original library, each of the
outlined panels would have contained framed

pictures.
L: Really.
):  Yeah.

L: That’s a lot of pictures. ((points at wall
and sweeps arm across walls))

J:  That’s alot of pictures. ((nods“yes”))(.)
J: That would’ve been very cluttered.

Extract Il.

This interaction is richer in many respects than that
shown in the previous extract.] and L both speak,
taking more turns to discuss the description thanV
and W. By making a statement about the number of
pictures, L reinforces for | a quantitative observa-
tion that is not made in the description itself. By
gesturing at the many empty wall panels, L adds
physical, spatial, and visual elements to the experi-
ence, linking both visitors to a vision of the “origi-
nal” library that overlays their actual surroundings.
] agrees with the quantitative statement, pauses,and
then responds by saying it would have been “clut-
tered,” a qualitative assessment that indicates that
she has in fact visualized the room as it might have
been.

This increased reflection on descriptions was evi-
denced in many ways. Visitors worked together
more to understand descriptions, e.g., a visitor
would sometimes express confusion about a de-
scription and the companion would help explain it.
Further, with mutual eavesdropping, visitors more
frequently branched off into sequences that were
not directly related to the description of the con-
tent. For example, they might point out a specific
physical feature of the object that was not men-
tioned in the description, or discuss some way that
it related to their own life.

Additionally, visitors showed more evidence of es-
tablishing complex relationships between objects.
One visitor pointed at a series of paintings on dif-
ferent walls, saying,Okay, so that’s his wife,and that’s
his mother, right?” Or consider T's comments (Ex-
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tract |ll, from Study 2) when he first enters a par-
ticular room. His statements indicate that he has
constructed a category of “secret cabinets” that
occur in this house and that he is alert to instances
of this category as he moves from room to room.

T: Ah,more secret cabinets.

0.4)
T:  llike thata lot about this house. ((walks
into the bar closet))

Extract 1.

Interactions displaying this kind of orientation —i.e.,
at the granularity of a thematic collection rather
than a single object — almost never occurred with
open air audio.

Moreover, mutually eavesdropping visitors often
discussed objects that were not described in the
guidebook, unlike open air audio visitors. The fol-
lowing sequence, in which ) teaches L about a plant,
occurred immediately after they finished their re-
sponse to a description:

J: Okay,your- your test for the day, what's
that one? ((points to plant))

0.2)
) The plant.

(0.4) ((L leans in to look))
L: Morning glory.Eh heh heh heh, | don’t
know, what is it?

J: | think it's a mandevilla vine, but I'm

not sure.

L: God,| can’t believe you know that.
Extract IV.

Reasons. Both of the behavioral changes resulting
from use of mutually eavesdropped audio had im-
pact on social interaction. The primary factor was
the new activity structure, which allowed more
space for reflection and for visitors to initiate new
conversational sequences that were not structured
around the audio descriptions. Increased mobility
constituted a secondary factor. Visitors would of-
ten start descriptions while they were far away from
objects.As mentioned above, visitors were unlikely
to walk toward the object while the description
was playing with open air audio. However, with
eavesdropped audio, they were more likely to ap-
proach the object; being close to the object when
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the description ended gave them more opportuni-
ties to observe and discuss its specific features.

Expanded Resources for Physical
Exploration

With mutually eavesdropped audio, the examina-
tion of objects was more frequently occasioned by
their presence in the room rather than their pres-
ence in the guidebook. Once visitors began to ex-
amine an object, they might discuss it or play a de-
scription of it if one were available.

This implicit shift in emphasis from the guidebook
to the room as the impetus for exploration is im-
portant because it shifts the visitor's role. It is
broadly (though perhaps not universally) accepted
that learning is enhanced by enabling visitors to
navigate the museum without leading them through
it (Falk & Dierking, 2000). However, even “free
choice” navigation can be constrained by, e.g.,which
objects have descriptive content associated with
them.Visitor behavior indicates that use of mutual
eavesdropping increased the guidebook’s utility as
a reference (an adjunct to the room) as opposed
to an inventory (a directed guide to the room).

Characterizations. In the study using open air
audio, examination of objects often began with ob-
jects contained in the guidebook and proceeded by
spatial locality. That is, visitors tended to switch the
visual interface to a given wall and then look at the
objects in the guidebook that interested them on
that wall. Object choice was often based on targets
seen in the visual interface or on short-term
memory of such targets.

In the eavesdropping studies, the next object to
examine was less frequently chosen based on avail-
ability in the guidebook. (In many of these cases, we
know that the examination was prompted by the
room rather than the guidebook because the ob-
jects were not described in the guidebook. In the
other cases, the visitors spoke their thoughts aloud
— which was entirely self-prompted since none of
the studies involved a speak-aloud protocol.) In-
stead, visitors would encounter objects in their field
of view, e.g., objects that were near an object they
had just examined, or they would deliberately ex-
amine sequences of objects they perceived as be-
ing related.
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For example,in Extract lII,T walks into a new room,
notices the bar closet and actually walks into it. Af-
ter this, his companion D finds the description in
the guidebook and plays it. Note that because the
sound does not attenuate, the visitors can listen to
the description together while T stands inside the
tiny closet and D stands outside.

Reasons. While the same resources were available
with open air audio, they were used much more
frequently in the mutual eavesdropped case due to
the changed activity structure and the increased
mobility in the room. Specifically, the mutually eaves-
dropped audio was more conducive to sequences
that were not directly responsive to guidebook
content; visitors were generally more open to ex-
ternal triggers with the new activity structure.Visi-
tors acted in a manner more consistent with “Let’s
see what's here in the room” than with “Let’s see
what’s here in the guidebook.” Further, visitors had
more attention to give to the room due to the re-
duced attentional demands and wandered more in
the room due to increased mobility, so they were
more likely to encounter and investigate objects.

Related Work

Our work draws together three main areas of re-
search. Space limitations preclude an extended dis-
cussion;additional references are contained in (Aoki
et al.,, 2002; Woodruff, Acki et al., 2001;Woodruff,
Szymanski etal., 2001).

Interaction in museum settings. The impor-
tance of social interaction to museum visitors is
well known (e.g.,(Hood, 1983)).There are two types
of studies of particular interest. McManus observed
visitor usage of text labels; she noted that visitors
were inclined to treat exhibit labels as conversation
to which they had been party (McManus, 1989).A
number of studies of museum visitors have been
conducted using methods derived from conversa-
tion analysis (see, e.g., (Falk & Dierking, 2000), Ch.
6,and (vom Lehn, Heath, & Hindmarsh,2001).These
studies focus on talk, interaction and learning in
conventional environments; here, we have focused
on the effects of electronic guidebooks on social
interaction and learning resources.

Electronic guidebooks. The cultural heritage
community has formally studied electronic guide-
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books for many years (Screven, 1975). Related work
in HCI has focused on aspects such as location-
aware computing (Abowd et al,, 1997), and only
recently have significant user studies been reported
(e.g., (Cheverst, Davies, Mitchell, Friday, & Efstratiou,
2000)).The HCl studies focus on system design and
evaluation; here, we focus on the effects of our sys-
tem on visitor interaction.

Media and interaction. There is an extremely rich
literature on collaborative multimedia environments;
of particular interest are media spaces (Mackay,
1999). Many of these systems have been evaluated,
but most apply either ethnographic techniques or
quantitative methods to studies of installed work-
place systems. In this study, we apply conversation
analytic techniques to the study of a mobile, lei-
sure-activity system that provides shared access to
application content.

Conclusions

In this paper, we have described an eavesdropping
mechanism that allows visitors to listen to each
other’s guidebooks. Our findings show that mutual
use of this eavesdropping mechanism can lead to
increased learning resources as compared with the
use of speakers in open air: couples using mutual
eavesdropping in Studies 2/3 had more substantive
interactions and exhibited an increased awareness
of the room and its contents when compared to
those using open air audio in Study |.

New work is addressing some of the open issues
from this study. We are preparing a discussion of
the ways in which the visitors creatively used our
eavesdropping mechanism for tasks other than en-
hancing their social interaction, e.g., for monitoring
their children.We are also planning an experiment
using bone conduction headsets that can provide
binaural audio without occluding the ears.
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Abstract

We explore issues of social context and interaction between digital and physical museum visitors, using as a focus of
discussion the City project, itself set within a larger interdisciplinary project called Equator.We look at collaborative
environments that span different media, in particular handheld mobile devices,Web-based hypermedia and 3D virtual
environments.We discuss two main strands in our research: the methods and results of two pilot visitor studies in two
cultural institutions in Glasgow—the Lighthouse and the House for an Art Lover—and the development of our
prototype system which establishes three-sided collaboration between physical,Web and virtual environment visitors.
We then present preliminary results and issues arising from our on-going system development and user trials. We
conclude with future plans for further system evaluation and deployment.

Keywords:Visitor studies, social context, virtual reality, wearable computers, hypermedia.

Introduction

In their definition of the interactive museum expe-
rience, Falk and Dierking (1992) described three
key elements that influence the way visitors expe-
rience museums: the physical context, the personal
context and the social context. Physical context
mainly covers the physical layout of the space and
has been extensively studied by designers (Com-
munications Design Team, 1 976) and more recently
by space syntax theoreticians (Psarra, Grajewski &
O’Neil, 2002). Personal context covers the prior
knowledge of the visitors, their personal aims and
expectations, and their current state of mind. Per-
sonal context and its influence on the learning ex-
perience have also been studied by means of evalu-
ation teams and learning theories such as
constructivism and Gardner’s multiple intelligences
theory. Last, but not least, social context covers
the social interaction during the museum visit be-
tween the visitors and their immediate compan-
ions, as well as other visitors and museum staff.
Several aspects of the social context in a physical
museum setting have been examined, focusing
mainly on school groups and families (Diamond,
1986; McManus, 1 987; Falk & Dierking, 1992).More
recently, social scientists in the SHAPE project also
examined the social cues in the interaction with
displays (Vom Lehn, Heath & Hindmarsh, 2001).

This paper further examines social context in mu-
seums, and its technological support.We are espe-
cially interested in social context among new audi-
ences who visit museums via the Web and 3D vir-
tual reality applications.While studies of traditional
museum audiences have shown the importance of
social context, new media as used in museums do
not often support social interaction. In studying both
traditional museums and new technologies, we aim
to address issues such as how to integrate visits to
the virtual museum with visits to the ‘physical’ mu-
seum, especially when a visitor may visit both. This
is partly a response to the way that the number of
digital visitors is steadily growing and,in some cases,
outstripping the number of visitors to the corre-
sponding physical museums (Lord, 1999).As a re-
sult, many wish to find ways to encourage the geo-
graphically distant digital visitor to become a physi-
cal visitor, and to encourage physical visitors to
maintain a relationship with the museum after they
walk out its door.

Our project, City, investigates ways to support and
enrich context in museums, cultural institutions and
the city—in particular, social context. Set within a
research consortium called Equator (www.equator.
ac.uk), our work is on context that involves some-
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thing richer and more complex than a collection of
isolated media and disjointed pieces of information.
Computer scientists as well as museum profession-
als—for different reasons—tend to focus on the
obvious differences between traditional and digital
media, and treat each one independently. Here, a
broader viewpoint takes account of their similari-
ties and interdependencies.

We initially discuss our approach to understanding
and working with social context, pointing out prior
work in both traditional and digital media.We then
present two parallel lines of work that share a theme:
the architect, designer and artist, Charles Rennie
Mackintosh (1868-1928).We report on studies of
social interaction in existing museums and exhibi-
tions, and on a system infrastructure and proto-
type to bridge digital and physical visits to an exhi-
bition room and its collection of artifacts. This pro-
totype supports interaction between people visit-
ing or exploring the room, even though they use
quite different media: wearable computers,
hypermedia and virtual environments. Thus a visi-
tor using any one of these styles can interact with
other visitors using other media. We offer some
initial observations on the use of our prototype
system before outlining our ongoing and planned
work.

Social context

We approach the issue of social context by consid-
ering interaction between visitors. We initially use
a deliberately naive categorization of context, di-
viding it in terms of time, space and medium. First,
interaction may be synchronous or asynchronous.
Secondly, it may occur locally, within the museum,
or remotely, with at least one visitor being physi-
cally located beyond its walls. Thirdly, it may involve
digital media such as Web sites and virtual environ-
ments, or traditional ‘physical’ media such as the
museum building itself, displays and, of course, the
artefacts of the museum collection.

One experiences synchronous social awareness
when visiting a museum with some friends or as a
member of a larger group: one’s co-visitors.The de-
sign of the exhibition space, through its layout, dis-
plays, artefacts and supporting materials, clearly in-
fluences the visitor’s movement and activity, but the
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way co-visitors move around the space is also in-
fluential. Other visitors who happen to be in the
museum at the same time may also have an effect,
as may those who visited at some time in the past.

This latter influence,asynchronous social awareness,
is a key feature of the museum experience. Tradi-
tionally afforded comment books, visitors can write
about what they did or felt during their museum
experience.Any later visitor can read the comments;
i.e. the communication is not generally personal-
ized or directed towards any one particular reader.
Recently entire exhibitions and displays have re-
volved around this notion of social context. For
example, in London, visitors to the Science Museum
(www.sciencemuseum.org.uk) can read other visi-
tors’ opinions on controversial issues, and in the
interactive games of the Wellcome Wing can com-
pare their results with those of previous visitors.
Visitors also have the opportunity to create aWeb
page with the highlights of their visit, and access it
later online with their friends and family.This raises
the issue of whether and how to structure, curate
or select from such contributed ‘collections’ as they
grow in size and value.

Web sites may offer various forms of social aware-
ness. These may be synchronous, as in chat rooms,
or asynchronous, as in mailing lists and recommen-
dations. Awareness much like that of comment
books is afforded by, for example, the Amazon.com
bookstore. One can leave comments about specific
books, CDs and so forth, and can read comments
from earlier visitors. However, dynamic and person-
alized information can be cheaply offered when
compared to traditional media. For example, each
Amazon visitor's profile of movement around and
purchases from the site is dynamically combined
with others in creating recommendations for the
individual, i.e. selections from the many items sold
by Amazon, based on the match between a visitor’s
profile and those of earlier visitors. Each movement
and purchase leads to different personalized rec-
ommendations.The Hippie (Oppermann & Specht,
1999) and the SottoVoce projects (Aoki & Woodruff,
2000) have already explored many of the issues in-
volved in the personalized delivery of content in a
museum environment but, as far as we know,
recommender systems have not yet been applied
in museums.
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Synchronous social interaction is also a key feature
in virtual environments. The vast computer game
industry is centred on such technology, and is now
exploring the possibilities of collaborative game play-
ing on-line. Furthermore, chat channels such as Ac-
tive Worlds (www.activeworlds.com) combine di-
rected textual communication with graphical rep-
resentation of users as avatars. Museums and re-
lated institutions have explored the same medium,
but for purposes such as the presentation of
artefacts too fragile or numerous to be put on dis-
play and of reconstructed archaeological sites, and
in supporting geographically distant visitors. Such a
medium supports social interaction between visi-
tors, as in the Virtual Leonardo project in the Na-
tional Museum of Science and Technology in Milan
(www.museoscienza.org), and the Van Gogh Mu-
seum inAmsterdam (www.vangoghmuseum.nl).Web
users share a common representation of the mu-
seum and are afforded basic resources for social
interaction: mutual visibility and audibility. Immersive
VR technology, such as head—-mounted displays and
room-sized (and room-shaped) projection surfaces,
is used in a number of cultural institutions, e.g. the
Foundation of the Hellenic World (www.fhw.gr).
Relatively little support is given in such systems for
asynchronous awareness, however.

Most research on museums and the Web has, we
suggest, tended to treat local and remote visitors
in isolation from each other,and to treat traditional
and digital media similarly.To our knowledge, there
has been little or no work that bridges between
local and remote, and between traditional and digi-
tal media. However, those who visit the digital mu-
seum may visit the traditional museum, and vice
versa. Previously seen digital information may influ-
ence a visitor’s interpretation of traditional displays
and artefacts, and vice versa. New technologies let
visitors to the traditional museum interact with digi-
tal visitors, and combine traditional and digital me-
dia, in the same experience.

In order to deepen our understanding of social
context, we have undertaken a pair of ongoing stud-
ies of social awareness and context in traditional
museums and cultural institutions. These are de-
scribed in the next section.We then describe a par-
allel stream of activity within our project, building a
technological infrastructure for co—visiting and syn-
chronous social context that crosses or blurs the

boundaries between visitors who are local and re-
mote, and between digital and traditional media.As
described in a later section, ongoing and future work
is directed towards applying the results of our stud-
ies to our systems, especially with regard to more
explicit support for the roles visitors take with re-
gard to each other, and towards asynchronous in-
teraction.

Studies

In collaboration with two institutions in Glasgow,
The Lighthouse (www.thelighthouse.co.uk) and the
House for an Art Lover (www.houseforanart
lover.co.uk), we are carrying out two sets of visitor
studies of qualitative character. Our methodology
is influenced by recent qualitative museum visitor
studies as well as by ethnographic and anthropo-
logical methods used in social sciences and recently
in computing science. Our aim is to better under-
stand the relationship between the visitor and the
social context and environment of the visit. These
studies, unlike the majority of the visitor studies
conducted in the museum sector, do not look at
interactions around specific displays or temporary
exhibitions. Instead, both studies are situated in
permanent exhibitions.

We believe that qualitative methods, such as natu-
ralistic ethnography, in the exploration of visitors’
interaction are necessary to achieve a better un-
derstanding of ‘how visitors see things, and what
meanings they give to their experiences, rather than
simply to enumerate frequencies for pre-formed
categories’ (MacDonald, 1993). Furthermore, our
corpus of observations can be used to address ei-
ther of two related issues: the generation and de-
livery of content, and social interaction during the
visit. The latter will be the main focus of the follow-
ing discussion.

The two institutions were chosen because they
share the same topic, Mackintosh, but they explore
different ways of engaging the visitor. The Lighthouse
has developed an interpretation centre, often sim-
ply called the Mack Room, with a number of origi-
nal objects intermixed with 23 workstations and
displays that convey a substantial amount of digital
information. The House for an Art Lover is a re-
cently constructed house, but built, decorated and
furnished according to Mackintosh's entry to a 1901
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Figure 1.An interactive display in the Mack
Room is operated by a visitor with more
background knowledge of the exhibition

than his co-visitor.

design exhibition. It is widely perceived as a his-
toric house attraction,and a visitor is offered a leaflet
and an audioguide that describe the construction
project and Mackintosh’s work.

In the Lighthouse we watched visitors and in eight
cases manually recorded their movements on a map.
In the House for an Art Lover we conducted par-
ticipant observation of visitors for six days within a
period of two months. In both locations, we used
photographs and notes to add to our record of
visitor activity.We also obtained some other sources
of information regarding visitor experience. We
were offered copies of the Mack Room designer’s
architectural drawings, showing the expected flow
of archetypal visitors around the exhibits in the Mack
Room, along with notes on the expected experi-
ences gained by following such paths. In the House
for an Art Lover, we were given access to the re-
sults of a marketing survey of visitors.

Figure 2. The visitor on the right, who has
been in the House for an Art Lover several
times before, points out and describes
to her co-visitor a less obvious feature
of the ceiling lights’ design

In our studies we concentrated on ‘casual visitors’
(Falk & Dierking, 1992) in groups or as singletons,
rather than the more structured visits of school
groups and families. We focused on interpersonal
interaction, and also observed how the informa-
tion delivery media available in the gallery, such as
audioguides, touch-screens, videos, labels and so
forth, influenced this interaction.

We categorized the interaction between co-visi-
tors into three main styles. In the first, co—visitors
are tightly connected, staying together during their
visit, and interacting with the same display at the
same time. In the second style, co-visitors are loosely
connected: they interact with different displays, but
in the same area and thus stay relatively close to
each other.Thirdly, co—visitors are independent navi-
gators, following their own individual routes for the
main part of the visit and meeting with each other
only occasionally.

In tightly connected interaction, co—visitors stay
close to each other as they actively and
collaboratively interact with the displays, discussing
artefacts and their descriptions. An important in-
Jance on this style of interaction is the background
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Figure 3. Although close by each other, these
two co-visitors in the House for an Art Lover
are attending to different sources of
information: an audioguide and a
leaflet respectively

knowledge of visitors and their history of previous
visits to the gallery. The most experienced usually
leads the interaction by operating the touch screens
(Fig.1), or by pointing out details not obvious from
the labels/commentaries (Fig. 2). Different co—visi-
tors may undertake the leading role at different
times during a visit.

The pace of the visit is an essential factor in this
style. People usually share their interests in the dis-
plays and also share a pace of reading the available
material. They also decide together where to go
next. This style of interaction occurs quite often in
galleries where information is not easily available
or accessed, so people tend to move around together
and help each other to interpret the exhibits.

In the second style of interaction, co—visitors are
loosely connected.These visitors do not consistently
interact with the same objects and displays, but stay

Figure 4.This couple is walking round the
Mack Room together, but the woman on the
right interacts with a touch screen while her

companion, on the left, looks over her
shoulder at a video display.

close enough to maintain an awareness of each other.
They usually exchange brief comments about what
they have seen and point things out to each other.
They may be very close to each other but engaged
in quite different information, as in the leaflet reader
and audioguide listener in Figure 3,and may attend
to different displays at any given moment, as in Fig-
ure 4.

Visitors using audioguides usually experience this
style of interaction. The audioguide often works as
a resource for discussion despite the fact the de-
vice itself is not designed to support explicit inter-
action between visitors.This style of co-visiting also
seems to favour gestural communication: a person
may want to share an experience but not to inter-
rupt the companion’s experience, so favours hand
gestures or eyebrow movements rather than ver-
bal communication.
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Independent navigation occurs in co—visitors who
visit displays separately from each other. Each per-
son has an individual pace, resulting sometimes in
people waiting for the co—visitors outside the gal-
leries, or ‘slow’ visitors cutting their visits short in

order to catch up with others. Repeat visitors to

the gallery often follow this style,and in some cases
they leave the immediate space of the gallery and
proceed to another room. Repeat visitors also tend
to not take the audioguide at all or to consult it
very infrequently compared to less experienced co—
visitors.

This style of co-visiting includes many meeting points
between the members of the group: sometimes
accidental, sometimes deliberate. For example, two
co—visitors may meet accidentally when their in-
dependent paths cross in a display that is of inter-
est to both. In order to deliberately meet, one visi-
tor may change navigation in the space, moving very
quickly between points with good visibility in the
gallery in order to find the co—visitor. Regardless of
the way people meet, they discuss what they have
seen in their individual tours, or suggest displays to
each other—in some cases almost dragging their
companions to show them a specific display. They
also discuss the logistics of the visit; for example,
where to go next, when they will have lunch,and so
forth.

It is important to point out visitors do not rigidly
conform to the same archetypal style of interac-
tion during a visit. In all observed cases, co—visitors
experienced theirimmediate social context through
direct and close interaction at some times,and pe-
ripheral awareness at other times. Each co-visitor
takes advantage of a dynamically changing set of
resources. We identified mutual audibility, mutual
visibility and shared content as essential resources
in co-visiting. These three do not influence each of
the interaction styles described above to the same
extent.

Closely connected co-visitors use all three of the
resources extensively. They have concrete knowl-
edge of their companions’ locations and orienta-
tions, which are often similar to their own. They
talk almost constantly with each other, and share
content whether in the form of touch screens, video
screens or labels. They can share and explore inter-
pretations of content seen or heard previously.

Loosely connected co—visitors are also aware of
each other’s location and possibly orientation at
any given moment.They use verbal or gestural com-
munication, but they do not necessarily share con-
tent synchronously. Finally, independent navigators
are only peripherally aware of their companions’
locations. Such a visitor will usually inform co—visi-
tors in a room when about to leave it, and indicate
a destination, if their mutual awareness extends
beyond a single room.They do not constantly share
other resources but are potential users of all of
them during meetings.

The Current System

In parallel with our studies, we have developed a
system to explore social context that bridges or
blurs the boundaries between visitors who are lo-
cal and remote, and between digital and physical.
The system involves three types of visitors: some-
one walking around the Mackintosh Room with a
wearable computer, someone remote from the
Mack Room but moving through Web pages related
to the room, and another remote visitor using aVR
model of the Mack Room.

A set of scenarios (Chalmers, 2001; Galani, 2001)
was used to further explore the concept of co-
visiting in museums and the city, and as a focus for
system design. In our current scenario a visitor to
Glasgow, Vee, visits the Mack Room in The Light-
house.While browsing the displays, she invites her
friend Anna, who is some distance away, to join her
on the visit. Anna joins in by accessing an on-line
3D model of the room.A third friend, Dub, is then
invited; he joins them by accessing the Web site for
the room.The scenario introduces three different
visitors who are remote from each other,and who
have access to different technologies. Such scenarios
have proved an effective way for a diverse team of
researchers to communicate with each other, al-
lowing us to shift our focus between studies, de-
sign,implementation and evaluation while maintain-
ing a common context.

Vee, or the visitor in the role ofVee, has a handheld
computer, an HP Jornada, which supports wireless
network communications. She also has a jacket—
Bristol University’s Cyberfacket, shown in Figure 5—
that has within or on it several devices: an ultra-
sound detector to register position within the room
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(Randell & Muller, 2001), an electronic compass to
show orientation, and a battery. Cables within the
jacket connect these parts to each other and to
the handheld.The recorded position is updated ev-
ery few seconds and sent off to another ‘server’
computer (hidden behind the reception desk of the
Mack Room).The handheld computer can be used
to browse pages about the Mack Room’s displays
and artefacts based on the exhibition’s catalogue
and delivered from the Web server on the local
network. A number of those pages generally de-
scribe thematic zones within the room. We sup-
portautomatic triggering of those pages:ifVee walks
into a thematic zone within the room, aWeb page
for that zone is automatically displayed.

Dub has a normal Web browser running on a laptop
computer.We currently set this laptop inThe Light-
house but away from the Mack Room, and connect
it to the local network. He can browse pages about
the Mack Room, and by tracking the zone associ-
ated with each page displayed, we imply a ‘position’
in the room for him.

Anna uses aVR model of the Mack Room as well as
aWeb browser. Unlike the Web visitor,Anna’s posi-
tion is her position within the virtual environment.
We initially experimented with the room-sized
immersive VR display (ReaCTOR) at University
College London (UCL), but current experimenta-
tion happens within The Lighthouse, where we use
another networked laptop showing simpler ‘desk-
top VR’ graphics.

Each visitor has a microphone and headphones,and
can talk with the other two.We initially used mo-
bile telephones to support conversation, but now
have audio connections within our system. Each visi-
tor can see personal location as well as locations of
the others.Vee and Dub each have a map showing
the Mack Room set within their Web page and
showing visitors’ ongoing positions as dots, as in
Figure 6.Anna has her co—visitors shown as avatars,
as in Figure 7.

A server computer assists the visitors’ personal
systems.This runs aWeb server based on the Linky
software (www.equator.ecs.soton.ac.uk/technology/
leaky/leaky.shtml) developed by the University of
Southampton to deliver hypermedia tailored to the
context of the visitor. At the moment, the ‘context’

Figure 5. Bristol University’s Cyberjacket is
worn by the ‘physical’ visitor in the Mack
Room (on the right of the picture), and has
location and orientation sensors for a
handheld computer.

used by this software is the visitor’s location and
the size of the display. Linky models associations
between artefacts, zones and hypermedia content
and, when delivering a Web page for such a loca-
tion, it can use these associations to add descrip-
tions of other things to see and places to move to.
The server computer also runs software, called
EQUIP (www.equator.ac.uk/technology/equip/
index.htm), that collects the positions of the vari-
ous visitors, relates them to zones, and triggers any
automatic display of Web pages, maps and avatars.
EQUIP also handles audio streams between visi-
tors.

Experimenting with the System

Our approach to system development is to carry
out short tests or trials, where minor system re-
finements can be made, in between each major de-
velopmental step.The first of these was carried out
in two rooms in UCL when we had established an
initial but rough communication between the wear-
able system and the VR system, i.e. between Vee
and Anna.We have just begun a second trial in the
Lighthouse, with the system supporting three—way
communication between Vee, Anna and Dub.

In the UCL trial, we invited colleagues external to
the City project to take on the roles of Vee and
Anna, so that we might gain initial observations of
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Figure 6. The web visitor, Dub, sees a map
of the Mack Room showing the positions
of himself and his co-visitors, and the
outlines of thematic zones.

interaction between a visitor in a virtual environ-
ment and a visitor with a handheld device in a physi-
cal environment. We videotaped the room where
Vee was, and the VR as seen by Anna.We used a
smaller version of the Mack Room and a number of
objects related to Mackintosh, such as posters and
postcards.This trial took place in UCL, rather than
the Lighthouse, to let us experiment with an
immersive VR display and to use UCL infrastruc-
ture for recording activity in a virtual environment.
One of the participants also wrote a lengthy feed-
back document after the event (Stenton,2001).

In general, the participants felt that being in differ-
ent geographical spaces did not make mutual aware-
ness problematic. They extensively used the audio
connection during the trial, especially when there
were issues of shared reference to resolve. With
limited facilities for sharing body orientation, they
often spoke to each other to confirm or question
exactly what they were facing and what they were

Figure 7.The view of the VR visitor,Anna,
shows the Mack Room and avatars
of her co-visitors.

referring to. Participants’ engagement in the shared
experience was shown by their use of vocabulary
and body movements used in their everyday physi-
cal interactions, and by their awareness of each
other’s relative positions. Two instances of the lat-
ter involved the participant Phil (as Vee) who felt
that he was in the way of Bill (Anna), and stepped
back to free the view:

P: Can you read this poster on the wall?

B: Where? Which one are you looking at?
That one...

P: Oh, I'm sorry, I'm in the way mate. Can
you read it now! Can you read the Willow
Tearooms!?

[.]

B: ...interferes with the wall. | believe | am
too close to the physical wall.

P: Oh yeah - I'll go out of the way. There
you go. Don't go through the wall.

B:That’s the Willow Tearooms again.

P: Ah, the Willow Tearooms... Sorry, you
must be standing on my foot then

B: | believe I'm sitting inside you. Yes. Its’
rather...

P: Oh... inside me — what a thought!

The video footage revealed that in the first of these
cases, Phil was not quite in Bill’s way. However, Phil’s
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concern and motion to avoid blocking Bill’'s view
indicated a sense of shared experience and pres-
ence,As Phil later wrote:

Clearly our dialogue was one of discovering
the shared experience rather than sharing
the visit. A defining moment for me was the
request from my virtual partner,“Get out of
the way; | can’t see the poster.” At this point
it felt like we were in the same room rather
than sharing information about two identi-
cal rooms in different places (Stenton).

With regard to the participants’ use of the handheld
and the VR equipment respectively, we observed a
separate set of issues. One of the common visitor
gestures in a traditional museum setting is to point
at something. In the case of the VR, this is tracked
and displayed;i.e. the avatar has a head and a hand.
We observed, however, that when using the wear-
able and handheld, the visitor used his free hand to
point at things.This gesture went unnoticed by the
system and consequently by his companion.On the
other hand, the digital visitor had great difficulty
reading textual information due to limited resolu-
tion in the virtual environment. Barbieri and Paolini
(2000) examined the same problem with regard to
desktopVR in theVirtual Leonardo project,and they
used 2D graphics in the delivery of textual infor-
mation.We use the same solution in the desktop
VR version of our system, although we are also
considering the use of a second handheld device to
display textual information to the VR visitor,Anna.

Field trials inside The Lighthouse are, at the time of
writing, still in progress. The next section outlines
this and other ongoing work.

Ongoing and Future work

So far we have discussed two parallel strands of
our work.The studies and system development have
raised our awareness of social context issues, and
of the possibilities and the limits of our technology.
While the studies continue, the system work has
subdivided into two strands. First, our technologi-
cal infrastructure is being refined and expanded to
support future systems where we support visitors
moving between buildings and exhibitions across
the city, and where visitors can create associations
within a museum collection, between collections,

and between collections and the city. Those asso-
ciations will form a resource for their later visits,
but also for the visits of others.

Secondly, our current prototype system is being
tailored and adapted to suit the Mack Room and to
take account of the results of our studies and ex-
ploratory evaluations. Project members are now
using the initial prototype along with other depart-
mental colleagues, Lighthouse staff and a few mem-
bers of the public. We consider it particularly im-
portant to have the sociologist and museum stud-
ies experts in our project use the system them-
selves. However, we are not yet undertaking formal
or sustained evaluation or observation. Instead, we
make minor changes to the system from day to day
in the light of these informal short-term trials.This
has led to work on reducing the delay between a
‘wearable’ visitor moving into a thematic zone and
the automatic Web page display, refining the posi-
tion tracking, and changing the design of the pages
shown on the handheld so as to better combine
map and content.

In the course of these early and small design itera-
tions, we improve our understanding of the Room,
its visitors and our technology.While we have stud-
ied the Mack Room and its visitors before,and our
system before, the combination is new. We have
many ideas that may be implemented in the near
future, such as more explicit support for the visi-
tors acting as guides, graphical representation of
visitors' paths through the room, and recommen-
dation of people, places and artifacts. Still,we wish
to leave space for new ideas and priorities to grow
from our ongoing evaluation and observation. In
pausing before a major redesign, we wish to secure
a balance between the studies of visitors, studies of
visitors using our system, technological interests in
city—wide use and adaptive information, and theo-
retical work on notions of social context,interpre-
tation and media.

Conclusion

Social context is an essential factor of the museum
experience. Social interaction with companion(s)
and other members of the public directly influences
a museum experience. In the light of new technolo-
gies that support remote access to museum set-
tings, we can see that the social context of the
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museum visit can extend beyond a physical room
or building, and include computer-mediated inter-
actions. Similarly,museums can enrich the digital site
by better integrating it with the physical site. The
City project aims at both understanding and sup-
porting social interaction in cultural institutions;
interaction that may be synchronous or asynchro-
nous, and that may involve multiple media such as
mobile computers, hypermedia and virtual environ-
ments. Our system supports interaction between
physical and digital visitors, as well as between visi-
tors and their environments, in a dynamic and con-
textual way. Our aim is a canvas of interaction that
spans different places, people and times, with a fo-
cus on the creation and delivery of cultural infor-
mation that is contextually appropriate, useful and

engaging.
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Abstract

This paper describes the museum wearable: a wearable computer which orchestrates an audiovisual narration as a
function of the visitors’ interests gathered from their physical path in the museum and length of stops.The wearable
consists of a lightweight and small computer that people carry inside a shoulder pack. It offers an audiovisual augmentation
of the surrounding environment using a small, lightweight eye-piece display (often called private-eye) attached to
conventional headphones. Using custom built infrared location sensors distributed in the museum space, and statistical
mathematical modeling, the museum wearable builds a progressively refined user model and uses it to deliver a
personalized audiovisual narration to the visitor. This device will enrich and personalize the museum visit as a visual
and auditory storyteller that is able to adapt its story to the audience’s interests and guide the public through the path

of the exhibit.

Keywords: wearable computer, handheld, personalized experience, Bayesian networks, location aware mobile computing

I. Introduction

In the last decade museums have been drawn into
the orbit of the leisure industry and compete with
other popular entertainment venues, such as cin-
emas or the theater, to attract families, tourists,
children, students, specialists, or passersby in search
of alternative and instructive entertaining experi-
ences. Some people may go to the museum for mere
curiosity, whereas others may be driven by the de-
sire for a cultural experience.The museum visit can
be an occasion for a social outing, or become an
opportunity to meet new friends. While it is not
possible to design an exhibit for all these catego-
ries of visitors, it is desirable to offer exhibit de-
signers ways to attract as many as possible amongst
the variety of individual visitors or visitor catego-
ries. Technology can help offer the museum public
opportunities to personalize their visits according
to their desires and expectations.

Traditional storytelling aids for museums have been
signs and text labels, spread across the exhibit space;
exhibit catalogues, typically sold at the museum
store; guided tours, offered to groups or individu-
als; audio tours;and more recently video or multi-
media kiosks with background information on the

displayed objects. Each of these storytelling aids has
advantages and disadvantages. Catalogues are usu-
ally attractive and well done, yet they are often too
cumbersome to carry around during the visit as a
means to offer guidance and explanations. Guided
tours take away from visitors the choice of what
they wish to see and for how long. They can be
highly disruptive for the surrounding visitors, and
their effectiveness strictly depends on the knowl-
edge, competence, and communicative skills of the
guide.Audio tours are a first step to help augment
the visitor’s knowledge. Yet when they are button
activated, as opposed to having a location identifi-
cation system, they can be distracting for the visitor.
The information conveyed is also limited by the only-
audio medium: it is not possible to compare the
artwork described with previous relevant produc-
tion of the author, nor to show other relevant im-
ages. Interactive kiosks are more frequently found
today in museum galleries. Yet they are physically
distant from the work they describe, thus do not
support the opportunity for the visitors to see,com-
pare,and verify the information received against the
actual object. The author’s experience suggests that
when extensive Web sites are made available through
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interactive kiosks placed along the museum galler-
ies, these may absorb lengthy amounts of the visi-
tors’ museum time, thereby detracting from, rather
than enriching, the objects on display. Finally, panels

and labels with text placed along the visitors’ path

can interrupt the pace of the experience as they
require a shift of attention from observing and con-

templating to reading and understanding (Klein, -

1986).

Indeed, when we walk through a museum there are
so many different stories we could be told. Some of
these are biographical about the author of an art-
work; some are historical and allow us to compre-
hend the style or origin of the work;and some are
specific about the artwork itself,in relation to other
artistic movements. Museums usually have large Web
sites with multiple links to text, photographs, and
movie clips to describe their exhibits.Yet it would
take hours for a visitor to explore all the informa-
tion in a kiosk, to view theVHS cassette tape asso-
ciated with the exhibit, and read the accompanying
catalogue. Most people do not have the time to
devote nor motivation to assimilate this type of in-
formation, and therefore the visit to a museum is
often remembered as a collage of first impressions
produced by the prominent feature of the exhibits,
and the learning opportunity is missed. How can
we tailor content to the visitors in a museum, dur-
ing their visits, to enrich both the learning and en-
tertainment experience ? We want a system which

can be personalized to be able to dynamically cre-
ate and update paths through a large database of
content and deliver to the users in real time during
the visit all the information they desire. If the visi-
tors spend a lot of time looking at a Monet, the
system needs to infer that the users likes Monet,
and update the paths through the content to take
that into account. This research proposes the mu-
seum wearable as an effective way to turn this sce-
nario into reality.

This document illustrates the hardware, authoring
techniques, and software created for the construc-
tion of the museum wearable. It speculates on its
ability to facilitate a new style of exhibit design, and
postponesits, as future work, the assessment at the
exhibit’s site, of the museum wearable’s contribu-
tion to the public’s experience.

2.The Museum Wearable

Wearable computers have risen to the attention of
technological and scientific investigation (Starner,
1997) and offer an opportunity to “augment” for
visitors their perception/memory/experience of the
exhibit in a personalized way. The museum wear-
able is a wearable computer which orchestrates an
audiovisual narration as a function of the visitors’
interests gathered from their physical path in the
museum and length of stops. It offers a new type of
entertaining and informative museum experience,
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Figures 2, 3. Camera “wearing” the head mounted display: shows how the user’s brain assembles
the real world’s image seen by the unencumbered eye with the display’s image seen by the
other eye, into a fused augmented reality image.

more similar to mobile immersive cinema than to
the traditional museum experience [figure 1].

The museum wearable is made by a lightweight CPU
hosted inside a small shoulder pack and a small, light-
weight private-eye display.The display is a commer-
cial monocular,VGA-resolution, color,clip-on screen
attached to a pair of sturdy headphones. When
wearing the display, after a few seconds of adapta-
tion, the user’s brain assembles the real world’s
image, seen by the unencumbered eye, with the
display’s image seen by the other eye, into a fused
augmented reality image [figures 2, 3].

The wearable relies on a custom-designed long-
range infrared location-identification sensor to
gather information on where and how long the visi-
tor stops in the museum galleries.A custom system
had to be built for this project to overcome limita-

tions of commercially available infrared location
identification systems such as short range and nar-
row cone emission.The location system is made by
a network of small infrared devices, which transmit
a location identification code to the receiver worn
by the user and attached to the display glasses.The
transmitters have the size of a 9V battery, and are
placed inside the museum, next to the regular mu-
seum lights.They are built around a microcontroller,
and their signal can be reliably detected at least as
far as 30 feet away within a large cone range of
approximately ten to thirty degrees, according to
the area that needs to be covered, and up to 100
feet along a straight line.The emitter location iden-
tification tags have been embedded inside standard
light fixtures to allow the exhibit designer to easily
place them in the museum, next to the regular
museum lights, and using the same power rack as
the regular museum spotlights [figures 4, 5, 6, 7].

Figures 4, 5, 6, 7. Location sensor: emitter tags embedded inside light fixtures
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Figure 8. PAQ pocket PC 3670 and Figure 9.
Sony picturebook with removed LCD

In view of having a museum wearable which can
later be expanded to include other sensors, and
process information not just from the infrared lo-
cation sensor, but for example also from a small
camera processing images in real time, a commer-
cially available processing unit has been selected for
this project.The processor of choice is a small-sized
laptop computer: the SONY picturebook PCG-
CIVPK, selected for its combined size, weight, com-
puting power, multimedia capabilities, and long-last-
ing batteries. Given that the images generated by
the laptop are viewed uniquely through the head
mounted display, the LCD screen has been removed
from the picturebook, to reduce weight and size.
The picturebook features a Crusoe™ processor
TM5600 clocked at 667 MHz,and without the LCD
weighs only approximately one Ib, and has a size of
0.5" X 9.8" X 6.0" (H xW x D).The picturebook
has a 15GB capacity hard drive, which allows the
programmer to store on the local hard drive sev-
eral hours (8-10) of MPEG-compressed VGA reso-
lution video (640x480) (approximately one hour of
MPEG-compressed 640x480 video per one GB of
available space on the internal hard drive). It also
has 128 MB SDRAM, which allows the computer to
play smoothly audio and video clips, as well as pro-
cess images in real time when the computer is con-
nected to a camera.The external ports include one

USB port which is connected to the infrared re-
ceiver with a USB to serial converter, and a VGA
and headphone output, which are connected to the
video/audio inputs of the head-mounted display of
the museum wearable. It also supports one type ||
card, which can be used to host a PCMCIA card for
wireless communication over the Internet or a
PCMCIA video acquisition card.All these features,
combined with a battery life of 2.5-5.5 hours with
the standard lightweight battery, large enough for a
single museum visit, make the picturebook an ideal
choice for the selected application [diagram 1].

An alternative to the picturebook is the smaller
handheld IPAQ pocket PC 3670 [figures 8, 9].The
iPAQ 3670 features 64 MB of SDRAM and a 206-
MHz Intel StrongARM SA-1110 32-bit RISC Pro-
cessor. It has USB or serial connectivity that would
interface with the infrared receiver of the museum
wearable and it is only 5.11" x 3.28" x 0.62"
(HxWxD) in size.The iPAQ 3670 is a desirable so-
lution for the deployment of several museum
wearables — which need to work only with the lo-
cation sensor — in a museum.The iPAQ solution is
cost effective because its price, with the necessary
accessories, is about half the price of the SONY
picturebook, and its size is also smaller.

The size and weight of both the wearable’s proces-
sor and augmented reality display are critical for a
museum application.The display cannot have a heavy
and power hungry powering unit which requires
frequent battery changes. Glasses also need to eas-
ily fit various people’s head sizes, with annexed hair
style, which is not an easy task. The wearable would
be handed out to between ten and one hundred
people a day, and therefore needs to be of robust
assembly and easy to wear. Two different design
solutions were implemented after a thorough it-
erative design process which included consider-
ations about video resolution, power consumption,
purchase availability and foremost, ergonomics, with

HARDWARE
REMITTER] ~_ | R SERIAL
TAG ™" | RECEIVER

VGA
zgg‘m:‘ ! ———— HEAD MOUNT DISPLAY |

Diagram 1:The museum wearable hardware architecture
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Figures 10,11.The common fashion and high fashion private eye display

the inclusion of adaptability with sensors, weight,
and size. The common fashion display features an
augmented reality display, which joins together a
lightweight VGA resolution color display from the
MicroOptical corporation, and a commercial high
quality sturdy set of headphones [figure 10]. The
high fashion display is a provocative stylish mount,
mainly intended for visitors with a strong sense of
aesthetics, and suitable for use in wearable fashion
shows, to promote a non-nerdy and highly fashion-
able wear of augmented reality displays. With this
design the MicroOptical augmented reality display
is rigidly mounted to a pair of Oakley “over the
top” glasses, as illustrated in figure | |.

Summary of elements of the museum wearable
hardware:

* containing shoulder pack

+ computer (CPU):SONY picturebook from which
the display has been removed to reduce weight

* Head Mounted Display (HMD):VGA resolution
MicroOptical clip-on mounted on sturdy head-
phones with a custom mount

* HMD’s powering unit: hosted inside the contain-
ing shoulder pack
* Infrared receiver:the sensor is located on top of
the headphones and the receiver circuit is located
inside the containing shoulder pack.
The museum wearable plays an interactive audiovi-
sual documentary about the displayed artwork on
the private-eye display. Each mini-documentary is
made of small segments which vary in size from
twenty seconds to one and half minutes. A video
server, written in C++ and DirectX-8, plays these
assembled clips and receives TCP/IP messages from
another program containing the information mea-
sured by the location ID sensors.This server-client
architecture allows the programmer to easily add
other client programs to the application, to com-
municate to the server information from other
possible sources such as sensors or cameras placed
along the museum aisles to measure how crowded
the galleries are or how often a certain object has
been visited. The client program reads IR data from
the serial port, and the server program does infer-
ence, content selection, and content display using
DirectX for full screen play back of the MPEG com-
pressed clips [diagram 2].
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Diagram 2:The museum wearable software architecture

3.Visitors’ interests and visitor types

To identify visitor preferences, museums seek to
identify target groups: individuals who share com-
mon traits such as culture, ethnic or social affilia-
tion, educational level, and leisure preferences. Cu-
rators and designers need to assess the basic knowl-
edge and expectations of these groups to be able
to reach, communicate with, and stimulate curios-
ity in all of their visitors. Eleanor Hooper-Greenhill
identifies target groups which include families,school
parties, other organized educational groups, leisure
learners, tourists, the elderly, and people with vi-
sual, auditory, mobility or learning disabilities
(Hooper-Greenhill, | 999, p.86). She then suggests a
partition of museum resources, to target, attract
and entertain these different groups. During a per-
sonal interview, Beryl Rosenthal, director of exhi-
bitions at the MIT Museum, described a more so-
phisticated visitor type classification. She identified
stroller moms,accompanied by children three years
old or younger; window shoppers: families who
cruise through the museum in search of an alterna-
tive leisure experience; button pushers, typically
adolescents; school groups;the date crowd;and the
PhDs, who want to know (and criticize) everything
in the museum. Young visitors, children 5-14 also
represent a separate group of visitors with differ-
ent learning needs and curiosities than the other

groups.While this colorful classification well depicts
the variety of public that museums need to attract,
entice and educate, it is too sophisticated to model
mathematically, at least initially.

More usefully for this research, Dean generalizes
museum visitors in three broad and much simpler
categories (Dean, | 994, pp. 25-26).The first category
includes what he calls the “casual visitors”: people
who move through a gallery quickly and who do
not become heavily involved in what they see. Ca-
sual visitors use some of their leisure time in muse-
ums but do not have a strong stimulus or motiva-
tion to deepen their knowledge about the objects
on display.The second group, the “cursory visitors,”
show instead a more genuine interest in the mu-
seum experience and their collections. According
to Dean, these visitors respond strongly to specific -
objects that stimulate their curiosity and wander
through the gallery in search of further such stimu-
lus for a closer exploration of the targeted objects.
They do not read every label nor absorb all avail-
able information, but will occasionally read and
spend time in selected areas or with selected ob-
jects of interest they encounter in the galleries. The
third group is a minority of visitors who thoroughly
examine exhibitions with much more detail and
attention.They are learners who will spend an abun-
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dance of time in galleries, read the text and labels,
and closely examine the objects. Dean attributes
differences between “people who rush”, “people
who stroll”, and “people who study” to different
prior experiences and educational level.Yet he states
that it is important for museums to be equipped to
communicate with and interest all visitors by scal-
ing and designing an exhibit so that it offers enter-
tainment to the “stroller” as well as an opportunity
to deepen knowledge for the “learners”.

Serrell (1996) also divides visitors into three types:
the transient, the sampler and the methodical view-
ers. She notes that currently museum evaluators
are using terms like “streakers, studiers, browsers,
grazers and discoverers” to characterize museum
visitors’ styles of looking at exhibits. But she con-
cludes that this type of categorization is not useful
for summative evaluation, suggesting that it is a sub-
jective method of classification, and that it is not
fruitful to try to create exhibitions that serve these
different styles of visiting. Instead she suggests that
a more objective means of classification be found,
such as average time spent in the exhibition space.

In accordance with the simplified museum visitor
typology suggested by Dean and Serrell, the mu-
seum wearable identifies three main visitor types.
To offer a more intuitive understanding of these
types they have been renamed: the busy, selective,
and greedy visitor type. The greedy type wants to
know and see as much as possible, and does not
have a time constraint; the busy type just wants to
get an overview of the principal items in the ex-
hibit, and see little of everything; and the selective
type wants to see and know in depth only about a
few preferred items.The identification of other visi-
tor types or subtypes has been postponed to fu-
ture improvements and developments of this re-
search.

The visitor type estimation is obtained
probabilistically with a Bayesian network using as
input the information provided by the location iden-
tification sensors on where and how long the visi-
tor stops, as if the system were an invisible story-
teller following the visitor in the galleries and try-
ing to guess preferences based on observation of
external behavior.

4. Sto(ry)chastics: Sensor-driven
Understanding of Visitors’ Interests
with Bayesian Networks

In order to deliver a dynamically changing and per-
sonalized content presentation with the museum
wearable, a new content authoring technique had
to be designed and implemented.This called for an
alternative method than the traditional complex
centralized interactive entertainment systems which
simply read sensor inputs and map them to actions
on the screen. Interactive storytelling with such one-
to-one mappings leads to complicated control pro-
grams which have to do an accounting of all the
available content, where it is located on the display,
and what needs to happen when/if/unless. These
systems rigidly define the interaction modality with
the public, as a consequence of their internal archi-
tecture, and lead to presentations which have little
depth of content, are hard to modify, ad hoc, and
prone to error.The main problem with such con-
tent authoring approaches is that they acquire high
complexity when drawing content from a large da-
tabase, and that once built, they are hard to modify
or to expand upon. In addition, when they are sen-
sor-driven they become depended on the noisy
sensor measurements, which can lead to errors and
misinterpretation of the user input (Sparacino, 1999).
Rather than directly mapping inputs to outputs, the
system should be able to “understand the user” and
to produce an'output based on the interpretation
of the user's intention in context.

To overcome the limitations of one-to-one map-
ping systems, the mathematical modeling approach
developed to author content for the museum wear-
able is a real-time sensor-driven stochastic model-
ing of story and user-story interaction. It has there-
fore been called sto(ry)chastics. Sto(ry)chastics uses
graphical probabilistic modeling of story fragments
and participant input, gathered from sensors, to tell
a story to the user,as a function of estimated inten-
tions and desires during interaction. With this ap-
proach, the coarse and noisy sensor inputs — path
and length of stops given by the location sensors —
are coupled to digital media outputs via a user
model, estimated probabilistically by a Bayesian net-
work.

A Bayesian network is a graphical model which en-
codes probabilistic relationships amongst variables
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Figure 12.Topology of the Bayesian network
for visitor time estimation, limited to three
objects/time slices.

of interest (Pearl, 1988; Jordan, 1999). Such graphs
not only provide an attractive means for modeling
and communicating complex structures, but also
form the basis for efficient algorithms, both for
propagating evidence and for learning about param-
eters. Bayesian networks encode qualitative influ-
ences between variables in addition to the numeri-
cal parameters of the probability distribution. As
such they provide an ideal form for combining prior
knowledge and data. By using graphs, not only does
it become easy to encode the probability indepen-
dence relations amongst variables of the network,
butit is also easy to communicate and explain what
the network attempts to model (Smyth, 1997).
Graphs are easy for humans to read, and they help
focus attention, for example in a group working

3316 newral
38.23 interesting

|

together to build a model. This allows the digital
architect, or the engineer, to communicate on the
same ground (the graph of the model) as the cura-
tor and therefore to be able to encapsulate the
curator’s domain knowledge in the network, to-
gether with the sensor data.

Sto(ry)chastics uses a Bayesian network to estimate
the user’s preferences taking the location identifi-
cation sensor data as the input or observations of
the network. The user model is progressively re-
fined as the visitor progresses along the museum
galleries: the model is more accurate as it gathers
more observations about the user. Figure |2 shows
the Bayesian network for visitor estimation, limited
to three museum objects (so that the figure can fit
in the document), selected from a variety of pos-
sible models designed and evaluated for this re-
search. Figures |3 and |4 show state values for the
network after the visitor has made a long stop at
the first object, followed by another long stop at
the second object.

The sto(ry)chastics approach has several advantages.
Itis:

I.Flexible: it is possible to easily test many differ-
ent scenarios by simply changing the parameters
of the system.

2.Reconfigurable: it is also quite easy to add or
remove nodes and/or edges from the network
without having to “start all over again” and specify
again all the parameters of the network from
scratch. This is a considerable and important ad-

mf k|
34.25 nevtidl
41.85 intetesting
23.89 boting

Figures 13, 14.Values of the network nodes after the visitor has made a long stop at the first object
followed by another long stop at the second object.
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vantage with respect to hard coded or heuristic
approaches to user modeling and content selec-
tion. Only the parameters of the new nodes and
the nodes corresponding to the new links need
to be given.The system is extensible story-wise
and sensor-wise.These two properties: flexibility
and ease of model reconfiguration, allow the sys-
tem engineer, the content designer, and the ex-
hibit curator to work together and easily and
cheaply try out various solutions and possibili-
ties until they converge on a model which satis-
fies all the requirements and constraints for their
project. A network can also rapidly be
reconfigured for another exhibit.

3. Robust: Probabilistic modeling allows the sys-
tem to achieve robustness with respect to the
coarse and noisy sensor data.

4. Adaptive: sto(ry)chastics is adaptive in two ways:
it adapts both to individual users and to the en-
semble of visitors of a particular exhibit. For in-
dividuals, even if the visitor exhibits an initial
“greedy” behavior, it can later adapt to the visitor's
change of behavior. It is important to notice that,
reasonably and appropriately, the system “changes
its mind” about the user type with some inertia:
i.e.it will initially lower the probability for a greedy
type until other types gain probability.
Sto(ry)chastics can also adapt to the collective
body of its users. If a count of busy/greedy/selec-
tive visitors is kept for the exhibit, these num-
bers can later become priors of the correspond-
ing nodes of the network, thereby causing the
entire exhibit to adapt to the collective body of
its users through time.This feature can be seen
as “collective intelligence” for an exhibit which
can adapt not just to the individual visitors but
also to the set of its visitors.

5.Context-sensitive:for any system to be robust
and to provide relevant information to its user, it
is important to model the context of interaction
together with the other system parameters. For
example sto(ry)chastics could provide an expla-
nation of a visitor’s change of behavior at the
museum. If suddenly a greedy type starts making
short stops, the system, before concluding that
that visitor is actually a selective or busy type,
could test if the current time is near closing time
for the museum galleries, or if, by use of other
room sensors, there is a great crowd in the gal-
leries where the visitor is making short stops.
Coming up with the right conclusions, given this
type of external information, means that the sys-
tem is context-sensitive.

Sto(ry)chastics has therefore implications both for
the human author (designer/curator) who is given
a flexible modeling tool to organize, select, and de-
liver the story material,as well as the audience,who
receives personalized content only when and where
it is appropriate.

5. Experimentation: the Museum
Wearable at the MIT Museum’s
Robots and Beyond Exhibit

The ongoing robotics exhibit at the MIT Museum
provided an excellent platform for experimenta-
tion and testing with the museum wearable [figures
I5, 16 ].This exhibit, called Robots and Beyond,and
curated by Janis Sacco and Beryl Rosenthal, features
landmarks of MIT's contribution to the field of ro-
botics and Artificial Intelligence.The exhibit is orga-
nized in five sections: Introduction, Sensing, Moving,
Socializing, and Reasoning and Learning, each includ-
ing robots, a video station, and posters with text and
photographs which narrate the history of robotics
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Figure 17. Example of annotations of visitor’s path and stop duration at
MIT Museum’s Robots and Beyond exhibit

at MIT.There is also a large general purpose video
station with large benches for people to have a
seated stop and watch a PBS documentary featur-
ing robotics research from various academic insti-
tutions in the country.

In order to set the initial values of the parameters
of the Bayesian network, experimental data was
gathered on the visitors’ behavior at the Robots
and Beyond exhibit. According to the VSA (Visitor
Studies Association, http://museum.cl.msu.edulvsa),
timing and tracking observations of visitors are of-
ten used to provide an objective and quantitative
account of how visitors behave and react to exhibi-
tion components. This type of observational data
suggests the range of visitor behaviors occurring in
an exhibition, and indicates which components at-
tract,as well as hold, visitors’ attention (in the case
of a complete exhibit evaluation this data is usually
accompanied by interviews with visitors, before and
after the visit).

During the course of several days a team of col-
laborators tracked and made annotations about the
visitors at the MIT Museum. Each member of the
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tracking team had a map and a stop watch. Their
task was to draw on the map the path of individual
visitors, and annotate the locations at which visi-
tors stopped, the object they were observing, and
for how long they stopped.In addition to the track-
ing information, the team of evaluators was asked
to assign a label to the overall behavior of the visitor,
according to the three visitor categories earlier de-

LIS

scribed:“busy”,"greedy”, or “selective” [figure 17].

A subset of twelve representative objects of the
Robots and Beyond exhibit were selected to evalu-
ate this research, to shorten editing time. The ge-
ography of the exhibit needed to be reflected into
the topology of the network, as shown in figure 18.
Additional objects/nodes of the modeling network
can be added later for an actual large scale installa-
tion and further revisions of this research.

The visitor tracking data is used to learn the pa-
rameters of the Bayesian network. The model can
later be refined; that is, the parameters can be fine-
tuned, as more visitors experience the exhibit with
the museum wearable.The network has been tested
and validated on this observed visitor tracking data
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Figure 18.The geograbhy of the exhibit needs to be reflected into the topology of the network

by parameter learning using the Expectation Maxi-
mization (EM) algorithm,and by performance analy-
sis of the model with the learned parameters, with
a recognition rate of 0.987 (Sparacino, 2001).

The system works in two steps. The first is user
type estimation as described above. The next step
is to assemble a mini-story for the visitor, relative
to the nearest object [figures 19, 20, 21]. Most of
the audio-visual material available for use by the
museum wearable tends to fall under a set of char-
acterizing topics, which typically define art and sci-
ence documentaries. This same approach to docu-
mentary as a composition of segments belonging
to different themes has been developed by Houbart
in her work which edits a documentary based on
the viewer’s theme preferences, as an offline pro-
cess (Houbart, 1994). The difference between
Houbard’s work and what the museum wearable
does is that the museum wearable performs edit-
ing in real time, using sensor input and Bayesian
network modeling to figure out the user’s prefer-
ences (type).After an overview of the audio-visual
material available at MIT’s Robots and Beyond ex-
hibit, the following content labels, or bins,were iden-
tified to classify the component video clips:

* Description of the artwork: what it is, when
it was created (answers: when, where, what)
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* Biography of author: anecdotes, important
people in artist’s life (answers: who)

* History of the artwork: previous relevant work
of the artist

* Context: historical, what is happening in the
world at the time of creation

* Process: particular techniques used or invented
to create the artwork (answers: how)

* Principle: philosophy or school of thought the
author believes in when creating the artwork (an-
swers: why)

* Form and Function: relevant style, form and
function which contribute to explain the artwork.

* Relationships: how is the artwork related to
other artwork on display

* Impact: the critics’ and the public’s reaction to
the artwork

This project required a great amount of editing to
be done by hand (non automatically) in order to
segment the two hours of video material available
for the Robots and Beyond Exhibit at the MIT mu-
seum in the smallest possible complete segments.
After this phase, all the component video clips were
given a name, their length in seconds was recorded
into the system, and they were also classified ac-
cording to the list of bins described above.The clas-
sification was done probabilistically; that is, each clip
has been assigned a probability (a value between
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Figures 19, 20.Visitor wearing the museum wearable and receiving an audiovisual story
about the displayed artwork (picture in picture).

zero and one) of belonging to a story category.The
sum of such probabilities for each clip needs to be
one.The result of the clip classification procedure,
for a subset of available clips, is shown in table |.

To perform content selection,“conditioned” on the
knowledge of the visitor type, the system needs to
be given a list of available clips and the criteria for
selection.There are two competing criteria: one is
given by the total length of the edited story for
each object, and the other is given by the ordering
of the selected clips. The order of story segments
guarantees that the curator’s message is correctly

Cog - Greedy Type.

i

passed on to the visitor,and that the story is a“good
story”, in that it respects basic cause-effect rela-
tionships and makes sense to humans. Therefore
the Bayesian network described in the previous
paragraph needs to be extended with additional
nodes for content selection [figures 22, 23]. The
additional “good story” node, encodes, as prior
probabilities, the curator’s preferences about how
the story for each object should be told.

A study of how content is distributed geographi-
cally along the exhibit, both in two and three di-
mensions. was also performed. The purpose of this

Figure 21. Storyboards from various video clips shown on the museum wearable’s display
at MIT Museum’s Robots and Beyond Exhibit
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Figures 22, 23. Extension of Bayesian network to perform content selection.
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Table |. Selected segments cut from the video documentation available for the MIT Museum’s Robots
and Beyond Exhibit. All segments have been assigned a set of probabilities which express their
relevance with respect to nine relevant story themes or categories.
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Figure 24.Two dimensional representation of content distribution for
MIT Museum’s Robots and Beyond Exhibit.

study was to visualize the different stories for dif-
ferent visitors edited by the museum wearable as
paths through the hyperspace of content in the
exhibit. The 2D study shows colored pie charts in
the vicinity of the twelve tracked objects at the
museum. Each pie chart represents the content avail-
able for the corresponding object. The size of the
pie chart is proportional to the amount of content
available for that object. The size of the colored
slices of the chart represents the contribution of
each story bin to the content available for the ob-
ject [figure 24]. The 3D content map provides a vi-
sualization of how the content bins contribute to
create a storyscape specific to this exhibit. It con-
tains color coded vertical columns (a color for each
content bin) whose height is proportional to the
amount of content that each bin contributes to for
the corresponding object [figures 25, 26].

For content personalization the system should be
able to infer an interest profile of the visitors, in
addition to their type as they wander along the
exhibit gallery. An interest profile in the context of
this research means a rating of preference for the
story themes given in table |.A GSR (Galvanic Skin
Response) sensor can potentially give very useful
information to the museum wearable. This sensor
responds to skin conductivity and is often used in
the medical and psychological field as an aid to
monitor an individual’s level of excitement or stress
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(Healey, 1999). If for example the GSR sensor mea-
sures a train of peaks when the wearable is playing
a segment with biographical information about the
portrayed artist, the system can infer, with a certain
probability, that the visitor has a strong interest in
this topic i.e. biography. It will then update the visi-
tor interest profile with the gathered visitor pref-
erences.The probabilistic framework offered by the
Bayesian network approach is particularly relevant
for this type of sensor. For example, the sensor could
measure excitability for other reasons than that a
compelling video segment being shown, such as
meeting a friend, or recalling something that hap-
pened earlier during the day.These “false positive”
data points would be modeled as “noise” intrinsic
in the GSR measurements.The additional GSR sen-
sor has been tested in a computer-based simulated
environment. In this case, the decision node for
content selection also needs to take into account
the visitor’s preferences, which compete with the
curator’s ordering preferences to assemble the best
matching audiovisual story for each object.

6. Potential Impact of the Museum
Wearable on Exhibit Design

Potential changes and improvements that the mu-
seum wearable can produce for the space design of
the MIT Museum’s Robots and Beyond exhibit be-
came obvious in the course of this project.
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Figures 25, 26. Three dimensional representation of content distribution for
MIT Museum’s Robots and Beyond Exhibit.

At the current exhibit the posters and labels oc-
cupy half of the available exhibit wall space,and while
they certainly provide useful information, they re-
quire long stops for reading, take useful space away
from other interesting objects which could be dis-
played in their stead,and are not nearly as compel-
ling and entertaining as a human narrator (a mu-
seum guide) or a video documentary about the dis-
played artwork.The tracking data and our observa-
tion of museum visitors also revealed that people
do not spend sufficient time to read all of what is
described in the posters to absorb the correspond-
ing information. A great deal of the space occupied
by the posters and text labels is therefore wasted,
as most people don't take advantage of informa-
tion provided in a textual form.

The video stations, located in each section of the
exhibit, complete the narration about the artwork
by showing the robots in motion and by featuring
interviews with their creators.While the video sta-
tions provide compelling narrative segments, they
are not always located next to the object described,
and therefore the visitor needs to spend some time
locating the described objects in the surrounding
space in order to associate the object to the corre-
sponding narrative segment.The video stations de-
tract attention from the actual objects on display,
and are so much the center of attention in the ex-
hibit that the displayed objects seem to be more of
a decoration around the video stations than the
actual exhibit.

The potential improvements to the exhibit layout
offered by the museum wearable are summarized
as follows:

|. There would be no more need to have so many
posters and text labels, as the corresponding in-
formation could be provided in a more appealing
audio visual form, in a video documentary style
by the museum wearable. The space now made
available by eliminating the large posters could
be used to display more robots, which are the
true protagonists of the exhibit. Typically most
exhibits have to discard many interesting objects
as there is not enough physical space available in
the museum galleries for all objects. Therefore
making more space available is a clear advantage
provided to the exhibit designer and the curator.
Figures 27, 28 show how the posters at the en-
trance of the MIT Museum’s Robots and Beyond
exhibit can be replaced by more objects to be
seen and appreciated by the public. These images
are extracted from a three dimensional Alias
Wavefront’s Maya 3 animation realized to visual-
ize the wearables’ potential impact on the exhibit’s
space [figure 29].

2. Visitors would be better informed, as the infor-
mation currently provided by the posters is
mostly neglected by the public. The same infor-
mation would instead become part of the overall
narration provided by the wearable,and it would
be better absorbed and appreciated by the pub-
lic.

3. The video kiosks would no longer be necessary
because the same material would be presented
by the museum wearable. The robots would be
again the center of attention for visitors, as the
wearables allows both the real world and the
augmented audiovisual information to be seen at
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Figures 27, 28. Potential impact of the museum wearable on the current exhibit layout: the posters in
the Roots section are replaced by new objects.

the same time as part of the wearer’s real sur-
round view. This would again make more space
available for additional objects to be displayed.

The fact that the museum wearable presents audio
visual material together with the corresponding
object, rather than separately in space and time,and
within the same field of view of the visitor, thanks
to the private-eye display, is also of great impor-
tance. While no studies have been conducted yet
on the quality and effectiveness of the learning ex-
perience offered by the museum wearable, there is
reasonable hope that synchronous and local infor-
mation provided while actually looking at the ob-
ject described by the wearable can make a longer
and more effective impression on the visitor. With
this device curators may be able to presenta larger
variety of more connected material in an engaging
manner within the limited physical space available
for the exhibit.

7. Related Work

Oliver (http://www.media.mit.edu/~nuria/dypers/
dypers.html; Schiele, 1999) developed a wearable
computer with a visual input as a visual memory
aid for a variety of tasks, including medical, training,
or education.This system records small chunks of
video of a curator describing a work of art, and
associates them with triggering objects.When the
objects are seen again at a later moment, the video
is played back. The museum wearable differs from
the previous application in many ways. DYPERS is a
personal annotation device, and as opposed to the

museum wearable, it does not attempt to perform
either user modeling or a more sophisticated form
of content selection and authoring. It does one-to-
one associations between triggering objects and
recording or play back of clips.Besides general train-
ing, is used specifically in the museum context to
allow a visitor to record salient moments of the
explanation by a human guide to later replay them
in the context of an independent visit to a museum,
without a guide.The museum wearable, in contrast,
focuses on estimating the visitor’s type and interest
profile to deliver a flexible user-tailored narrative
experience from audio/video clips that have been
prerecorded.These clips or animations would usu-
ally be part of the museum’s digital media collec-
tion. As opposed to DYPERS, it does not have the
ability to record new content to be played out at a
later time. Its purpose is to create for the visitor a
path-driven personalized and immersive cinematic
experience which takes into account the overall
trajectory of the visitor in the museum, the amount
of time that visitor stays to look at and explore the
objects on display, to select a personalized story
for the visitor, out of several possible digital stories
that can be narrated.

Hollerer and Feiner (1997) have built a university
campus information system, worn as a wearable
computer.This device is endowed with a variety of
sensors for head tracking and image registration.
Both the size of the wearable, mounted on a large
and heavy backpack, as well as the size of the dis-
play, are inappropriate use in a museum visit.

63

56 © Archives & Museum Informatics, 2002



Museums and the Web 2002

Figure 29. 3D model: start frame of animation of a visitor at the exhibit.

Various groups are working to augment the mu-
seum visit with mobile devices that are not wear-
able computers but handhelds, which do not have a
private-eye or head-mounted display but rely on
the handheld’s screen for visual communication. One
of the main drawbacks of such devices is that the
visitor is obliged to toggle his/her attention between
the objects on display and the handheld’s screen,
alternatively looking ahead towards the objects and
then down to the screen. The private eye of the
museum wearable instead allows the visitor to have
a true augmented reality experience by presenting
the viewer with a fused image which mixes together
the real world and the computer augmentation ei-
ther as a picture-in-picture effect or as two super-
imposed layers of information.

Amongst the handheld based projects, Spaspjevic
and Kindberg (2001) describe the electronic guide-
book, currently under development at the San Fran-
cisco Exploratorium Science Museum. This device
uses a combination of infrared and RFID location
sensors to give visitors the ability to either view or
bookmark Web pages which provide additional de-
scription information on the objects of the exhibit.
This portable device is used mainly to record the
visitors’ path through the exhibit, typically as a group,
so that later the visit can be discussed and com-
mented upon in a classroom setting.

The European HIPS project proposes a user-cen-
tered approach to information delivery in muse-
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ums (Broadbent and Marti, 1997). As participants
to HIPS, Oppermann and Specht (1999) describe
an adaptive system which requires the user’s inter-
vention to personalize the presentation.This how-
ever can be quite disruptive of the visitor’s museum
experience,in a way similar to those multi-path DVD
movies which stop at all turning key point and ask
the viewer to choose an option before continuing.
A system such as the museum wearable, capable of
inferring the user’s preferences with a mathemati-
cal model able to use the sensors’ information as
cues and the curators’ knowledge of their public as
a guideline,, can be indeed less disruptive.

The MUSEpad project (Kirk,2001) is developing an
original mobile device to enable visitors with dis-
abilities to customize and optimize their learning
and leisure experiences in museums.Their feasibil-
ity study examines user personalization to allow
for adaptation to the needs of different users,
whether by providing video-only, audio-only or
magnified images for visitors with poor vision.

Aoki and Woodruff (2000) describe an electronic
guidebook prototype that facilitates social interac-
tion during the museum visit. Using a touch sensi-
tive screen on the handheld and a photograph-based
interface that the visitors can click on, the handheld
offers a text or audio description of the selected
object,according to the user’s preferences.Visitors
are then provided a mechanism to hear each other’s
audio selection. Such research on mobile augmen-
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Figures 30, 31. Early version of the museum wearable at the SIGGRAPH 99 Millennium Motel.

tation devices which can be used collectively as a
group is quite important for the future of this field.

The author showed an early prototype of the mu-
seum wearable called “VVearable City of News”, as
a demonstration for the SIGGRAPH 99 Millennium
Motel, where hundreds of users tested the system
for seven full days (http://www.siggraph.org/s99/
conference/etech/projects.html). The system fea-
tured a jacket with an embedded computer and
head-mounted display to show visitors Web pages
and video previews of the Millennium Motel dem-
onstrations using a short range but low power in-
frared location system [figures 30, 31].

8. Discussion and Future Work

The museum wearable fuses the audiovisual docu-
mentary, which illustrates and extends an exhibit,
with the visitor’s path inside that exhibit, using a
wearable computer. By having the public use this
device, curators and exhibit designers can accom-
plish multiple goals simultaneously: they can have
objects narrate their own story; they do not needs
special rooms to show audiovisual explanations
about the exhibit as with the wearable the narra-
tive is unfolded by the visitor’s path in the museum;
they can show more artwork than what is physi-
cally on display, including video, images, audio, and
text about other important objects for the exhibit
(these usually do not see the light because of the
physical limitations of the available space); they do
not need to disseminate panels with textual expla-
nation or video monitors along the aisles of the

exhibit as that information can now be tailored to
each individual visitor; they can personalize the au-
diovisual explanations provided to the public based
on the visitor’s type and exploration strategy.

The museum wearable provides more than a simple
associative coupling between inputs and outputs.
The sensor inputs, coming from the long range in-
doors infrared positioning system, are coupled to
digital media outputs via a user model, and esti-
mated probabilistically by a Bayesian network.The
ability to coordinate and present the visual mate-
rial as a function of the visitor’s estimated type (i.e.
busy, greedy, or selective types, or other appropri-
ate types), seamlessly, appropriately,and in conjunc-
tion with the path of the wearer inside the exhibit,
is an important feature of this device. Bayesian net-
works have the additional advantage that they al-
low to us encapsulate our human knowledge about
the context of use of the museum wearable (a par-
ticular exhibit, a trade show) in appropriate nodes
of the network.

With respect to the traditional museum audio tour,
the museum wearable introduces the following in-
novations: it does not constrain the visitor to fol-
low any predefined sequential path in the museum,
or to continuously press buttons, but it relies in its
sensing system to find the visitor’s location and re-
spond; consequently, it adds a layer of visual aug-
mentation, not just auditory; through Bayesian net-
work based user modeling it provides personalized
content to each visitor, as a function of the esti-
mated visitor type.
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An experimentation phase at the museum should
follow the current research.A procedure must be
set to establish if and how the museum wearable
does actually enhance learning and entertainment
at an exhibit, or how the content shown does actu-
ally match the visitor’s preferences.

The research here presented can also be expanded
in various ways. One direction of work is to find
ways to get to know the visitors better so as to
target content presentation more accurately to-
wards their level of knowledge or competence.
Asking visitors to fill out lengthy questionnaires upon
entering the exhibit may not be practical. It is in-
stead desirable to experiment with additional sen-
sors,such as the GSR,a motion sensor (accelerom-
eter), or a tiny video camera to obtain a more ac-
curate estimate of the visitors’ interest profiles and
levels of attention. More visitor tracking data could
be gathered at the museum site, to eventually infer
more visitor types than the ones described in this
document, and compare them with the more so-
phisticated visitor typologies discussed in the mu-
seum literature.

The museum wearable can also become a very use-
ful tool to gather visitor tracking data in the mu-
seum. For example, rather than coming up with a
set of visitor types from the museum literature,one
could adopt the opposite approach of “inferring”
the visitor types from a statistical analysis of the
tracking data (path and stop duration) gathered by
visitors with the museum wearable. This informa-
tion would help the curator, exhibit designer, and
the modeler of the interactive museum experience
to refine their knowledge about visitor types for a
specific exhibit. Similarly, by analyzing the posterior
values of the object nodes, the curator and the ex-
hibit designer could see which objects are the most
interesting or boring for the visitors, and change
the exhibit layout accordingly.

An important extension to the museum wearable
would allow it to support visitors who want to come
to the museum as a group and have the freedom to
comment and discuss the artwork amongst them-
selves.A simple modification to the current proto-
type would be to add a small microphone capable
of detecting when the visitor is talking, and then
automatically pause the narration. If for example

the group of visitors is composed of high school

students, it would be useful, for learning purposes,
to make each visitor profile available to the users
at the end of the exhibit, and have the system re-
group the visitors according to matching profiles,
for further discussion. This same capability could
also be made available to visitors in the museum’s
cafeteria at the end of their tour, to play
matchmaking among those who wish to be involved.
Alternatively the visitor’s profile, path, and length
of stay can be used to create a Veb-based exhibit
catalogue whose URL can be sent to the visitor as
a personalized basis for further learning.
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Now That We’ve Found the ‘Hidden Web,, What Can
We Do With It? The lllinois Open Archives Initiative
Metadata Harvesting Experience

Timothy W. Cole, Joanne Kaczmarek, Paul F. Marty,
Christopher). Prom, Beth Sandore, and Sarah Shreeves,
University of lllinois at Urbana-Champaign, USA

Abstract

The Open Archives Initiative (OAl) Protocol for Metadata Harvesting (PMH) is designed to facilitate discovery of the
“hidden web” of scholarly information such as that contained in databases, finding aids, and XML documents. OAlI-
PMH supports standardized exchange of metadata describing items in disparate collections such as those held by
museums and libraries. This paper describes recent work done by the University of lllinois Library, recipient of one of
seven OAl-related grants from the Andrew W. Mellon Foundation. An overview is given of the process used to export
metadata records describing holdings of the Spurlock Museum at the University of lllinois. These metadata records
were initially created to help track artifacts as they were procured, stored, and displayed and now are used also to
support end-user searching via the Spurlock Museum Website. Spurlock metadata records were mapped to Dublin
Core (DC) and then harvested into the lllinois project’s metadata repository. The details of the processes used to
transform the Spurlock records into OAl compliant metadata and the lessons learned during this process are illustrative
of the work necessary to make museum collections available using OAI-PMH. Assuming institutions like Spurlock
make metadata available, what then can be done with these information resources? We discuss the OAl-based search
and discovery services being developed by the University of lllinois. Issues such as need for normalization of metadata,
importance of presenting search results in context, and difficulties caused by institution-to-institution variations in
metadata authoring practices are discussed.

Keywords: Open Archives Initiative (OAl), metadata harvesting, Dublin Core, cultural heritage, interoperability, heterogeneous
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Introduction

Although the Open Archives Initiative (OAl) origi-
nally focused on the exchange of metadata describ-
ing e-prints in the scientific community (Van de
Sompel & Lagoze, 2000), the OAIl-Protocol for
Metadata Harvesting (OAI-PMH) holds much prom-
ise for similar exchanges of metadata describing
the collections of museums and other cultural heri-
tage institutions (Perkins,2001). Materials in these
types of collections often are not well indexed (or
not indexed at all) by commercial Web search en-
gines. Metadata describing such holdings is hidden
in databases, finding aids, and XML documents, or
otherwise is not readily available to Web search
systems, which typically understand little more than
simple HTML. As a result, these materials remain
hard to find and out of reach for many researchers.
With an interest in making these materials more
visible to scholars and other researchers, the Uni-
versity of lllinois at Urbana-Champaign, through an
Andrew W. Mellon Foundation grant, is exploring

Museums and the \ge
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the feasibility of using OAI-PMH to build services
to reveal and make more accessible collections of
cultural heritage material.

While a focus of the lllinois research is on building
and testing software tools designed to harvest
metadata provided by OAl-compliant metadata pro-
viders, we also are exploring what can be done with
OAl-harvested metadata. What is the fidelity and
usefulness of the indexes and search services that
can be built atop a repository of metadata harvested
using the OAI-PMH? The utility of such a metadata
repository will depend on many factors, including
the development of more uniform metadata
authoring practices across various communities of
metadata providers. Metadata is currently used pri-
marily for a variety of local purposes, and the
schemas to which collections conform have been
adapted and tailored to meet local needs. Less at-
tention has been paid to using metadata to support
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universal interoperability. With the advent of OAl
and similar protocols, mapping local schemas to
more universally standard schemas for the support
of interoperability is gaining ground.

Even assuming broader and more consistent appli-
cation of metadata schemas designed to support
interoperability, there remains considerable work
to be done in learning how best to utilize aggrega-
tions of metadata describing heterogeneous infor-
mation resources. There is a need to normalize
metadata so as to enable more consistent retrieval
of results from cross-collection searches. Challenges
also exist for presenting search results in ways that
provide appropriate contextual information for the
records retrieved. We will discuss more detailed
examples of these and other issues throughout the
paper. We will outline our efforts to overcome these
issues in building a useful cross-collection reposi-
tory of cultural heritage materials. We will also dis-
cuss our work in progress, our plans for future de-
velopment, and our reasons for believing that the
OAI protocol has great potential for increasing ac-
cess to and exposure of hidden resources via the
Web.

Illinois Project Harvest ExperienceTo
Date

As of February, 2002, the lllinois OAI-PMH project
has harvested metadata from twenty-five different
institutions or consortiums. The resources de-
scribed range from museum artifacts such as pot-
tery and clothing, to archival manuscript and per-
sonal paper collections, to digitized photographs and
monographs. The sets of harvested metadata range
in size from the largest at 900,000 records to the
smallest at 23 records. Some sites include metadata
not relevant to cultural heritage mixed with more
appropriate metadata. Our OAI Harvester soft-
ware excluded such non-relevant metadata from
our indices. In total, we have inspected over two
million individual records, resulting in an index of
approximately 770,800 records relevant to the sub-
ject domain of interest. The institutions providing
metadata are diverse, including academic libraries,
museums, historical societies, public libraries, the
Library of Congress, and special consortia such as
the Colorado Digitization Project and the Alliance
and Lincoln Trail Library systems in lllinois. Eleven
contributing institutions are registered OAI

metadata providers <http://www.openarchives.org/
Register/BrowseSites.pl>. Fourteen institutions have
provided the lllinois OAI-PMH project team with
snapshots of relevant metadata, in a few cases pro-
viding an entire database, which has then been made
available from lllinois servers in a manner compli-
ant with OAI-PMH.

While all of the metadata harvested from the regis-
tered OAIl metadata provider sites was in the re-
quired Simple Dublin Core format (DC), metadata
from the fourteen unregistered sites were given to
the project in a variety of formats. These included
finding aids formatted in encoded archival descrip-
tion (EAD), MARC format metadata describing bib-
liographic information,and local metadata schemas
stored in HTML files, XML files, or proprietary da-
tabase structures. We subsequently mapped these
records into DC, prior to making them available in
accord with the OAI-PMH.

Cross-Collection Repository Issues

To enhance cross-collection searching, local
metadata schemas need to be mapped to standard
schemas. Even with greater adoption of standard
metadata schemas like DC, there remain wide varia-
tions in the use of authoring conventions and the
depth of descriptive information included when
creating metadata to describe cultural heritage col-
lections.

OAI-PMH Basics

The Open Archives Initiative Protocol for Metadata
Harvesting (OAI-PMH) is a new and still evolving
protocol designed to allow institutions to share
metadata easily. It is hoped that the standard can
help increase the discoverability of resources by
scholarly researchers. The Protocol underwent one
minor revision during its first full year of experi-
mental implementation. Version 2.0 is scheduled
for release in May 2002. The fundamental pieces of
the protocol are its adherence to well-formed XML,
its use of the HTTP standards for data transmis-
sion, and its requirement that metadata records
shared via the OAI-PMH be made available in the
DC metadata schema (optionally records may be
made available in additional metadata schemas as
well) (Lagoze and Van de Sompel, 2001).

70

64 © Archives & Museum Informatics, 2002



Museums and the Web 2002

LIBRARY OF AMERICAN CIMI DEMO SPURLOCK
CONGRESS MUSEUM OF REPOSITORY MUSEUM
NATURAL
HISTORY

f\ﬁ;ﬁ_ 4 | 79:629 records 2,004 records 197,233 records 46,612 records

% of Average % of Average % of Average % of Average

records times records | times used records times records times
containing | used per | containing per containing | used per | containing | used per
element record element record element record element record

Title 100% 1.00 100% 1.00 71% 1.07 100% 1.00
Type 100% 234 100% 1.00 100% 3.50 100% 3.00
Creator 97% 1.17 100% 1.00 43% 1.03 16% 1.00
Publisher 73% 1.00 100% 1.00 100% 1.37 100% 1.00
Description 23% 2.39 4% 1.00 94% .13 93% 344
Source Not Used - Not used - 25% 1.00 2% 1.00
Relation Not Used - 100% 1.00 96% 1.45 23% 1.03
Format Not Used - 100% 1.00 22% 2.54 70% 1.00
Date 72% 1.00 100% 1.00 64% 1.10 70% 1.00
Subject 66% 1.61 48% 1.00 95% 3.21 100% 1.00
Identifier 100% 1.00 100% 1.00 100% 1.43 100% 2.00
Language 56% 1.00 Not Used - 60% 1.00 Not Used -
Coverage 40% 1.07 100% 1.00 60% 3.70 99% 323
Rights 25% 1.00 100% 1.00 81% 1.65 100% 1.00
Contributor | Not Used - 100% 1.00 44% 2.19 50% 1.00

Table | - Dublin Core elements used and number of times repeated

One of the common challenges in setting up an OAI-
PMH metadata provider service is ensuring that the
metadata to be exported is mapped properly into
DC. There are fifteen DC elements (version 1.1):
Title, Creator, Subject, Description, Publisher, Con-
tributor, Date, Type, Format, Identifier, Source, Lan-
guage, Relation, Coverage, and Rights. Definitions
and recommended usage of these elements can be
found at the Dublin Core Metadata Initiative VWebsite
<http://www.dublincore.org>. Any or all of these
elements may be used, and all are repeatable. Be-
cause much of the existing metadata about museum
and special collections was developed with limited
resources, using local schemas and with local needs
in mind, the process of mapping to DC can be time
and resource consuming and potentially frustrat-
ing. There is, however,a growing community of DC
users and freely available tools to assist with this
process.

Metadata Authoring Practices

Harvesting done so far shows that metadata
authoring practices differ both in the selection of
DC elements used and the depth of information
provided even within specific communities. As pre-
viously noted, DC elements are both optional and
repeatable. These allow a significant degree of varia-
tion in the interpretation of which elements to use
and how to use them when metadata are created
in DC and when mapped to DC. We examined
records from the Library of Congress American
Memory Project, the American Museum of Natural
History, the CIMI Demonstration Repository, and
the Spurlock Museum to compare the use of DC
elements (See Table I). Within each set of sample
records, we calculated the percent of records that
contain each of the DC elements and the average
number of times an element is used in records that
contain it. The usage variations are due in part to
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the intrinsic differences in the collections described
by the metadata. However, some variations are
clearly due to different decisions made by each in-
stitution when determining how to map their
metadata into DC. These variations pose a chal-
lenge when attempting to build cross-collection
search services and determining what depth of de-
tail should be shown in record display. The varia-
tions can also influence how a search engine’s rank-
ing algorithm orders the result set.

Spurlock Museum Metadata Mapping

Museums began to use personal computers for
tracking information about their collections using a
variety of proprietary databases. The use of pro-
prietary software not specifically designed with the
museum community in mind can lead to inconsis-
tencies in the way collections are catalogued and
tracked. The descriptive elements within a locally
created metadata format and the degree of com-
pleteness when classifying and cataloging the items
can vary widely from one organization to another.
This may have the effect of diluting the potential
for discoverability as searching aggregated reposi-
tories requires some degree of predictable struc-
ture and normalization of metadata terms or con-
cepts. At the same time, one should not overlook
the value of descriptive, locally created metadata
applied to artifacts by professionals familiar with
the collection and the museum. This is particularly
valuable for collections used primarily by a local
community of users. At the University of lllinois
Spurlock Museum, FileMakerPro software is used
to track the procurement, storage, stage of pro-
cessing, and display of artifacts. It is also used to
maintain descriptive information about the materi-
als. The FileMakerPro database interacts with aWeb
server to provide public access to a portion of the
collection <http://www.spurlock.uiuc.edu/>. This
database provides direct online access to 45,000 of
over 210,000 records describing cultural heritage
and natural science artifacts. The lllinois OAI-PMH
team was provided with metadata for all 210,000
records.

As a first step to making these metadata records
available via OAl, Spurlock’s metadata were ex-
tracted from the FileMakerPro database using a
simple extraction script. It was necessary to map
the locally created and customized metadata for-
mat to a schema more closely related to DC. To

preserve richness of the local metadata schema, the
Spurlock metadata had to be mapped first to Quali-
fied Dublin Core (DCQ) and then to simple DC
(Dublin Core Qualifiers, 2000).

The decisions made about mapping the metadata
were more time consuming than the time spent
writing the scripts and manipulating the data. Here
is an example of some of the decisions that were
made for the cultural materials provided by
Spurlock:

¢ Subject

One instance of the DC Subject element was in-
cluded in each record. The decision was made to
concatenate three fields from the original metadata
records that could be considered equivalent to DC
Subject. Colons were used to distinguish each of
the three original strings that were concatenated
to create the single DC Subject element. If there
were not three values to concatenate, then the DC
Subject filed would have two colons next to each
other or a lone colon at the beginning or end of
the element.

* Date
The Date element was qualified as DCQ
date.created.

¢ Coverage

The Coverage element was qualified by appending
Spurlock metadata field names to the DC element
as DCQ coverage.spatial, coverage.temporal, or
coverage.cultural.

* Description

Key words (Materials, Manufactural Process, Munsell
Color ID) were added to the Description field val-
ues in the original metadata to clarify what was
meant by the content of the Description element.

Table 2 gives the complete list of mappings from
local Spurlock-specific metadata schema to DC
metadata schema used to export the metadata via
the OAI- PMH. In addition to the mapping given
below, 3 fixed DC Type values (“cultural,” “physical
object,” and “original”) were included in each
Spurlock metadata record exported via OAl. Fig-
ure | shows how a typical Spurlock metadata record
looks when retrieved by an end-user using the
Spurlock Museum website. Figure 2 shows this same
metadata record exported via OAl.
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SPURLOCK DATABASE DC
FIELD ELEMENT
Object Name Title
Artist/Maker Creator
Classification Subject
Measurements Format
Culture Coverage
Geographic Coverage
Time Period Coverage
Date Date
Materials Description
Manufacturing Process Description
Munsell Color ID Description
Visual Description Description
Published Description Description
Scholarly Notes Description
Reproduction

(if it is a reproduction) Description
Reproduction Remarks

(if it is a reproduction) Source
Bibliography Relation
Comperanda Relation
Credit Line/Donor Name

(if publicly assessable) Contributor
Spurlock Museum, University of

lllinois at Urbana-Champaign Rights
Spurlock Museum, University of

lllinois at Urbana-Champaign Publisher
Accession Number Identifier
URL to Spurlock’s Database Identifier

Table 2 - Spurlock cultural material
metadata fields mapped to Dublin Core

Item-Level vs. Coilection-Level Metadata

One of the more challenging aspects of implement-
ing the OAI protocol is mapping from metadata
schemas designed to describe collections of mate-
rials (e.g., an EAD Finding Aid record) to the DC
metadata schema. Finding aids may describe as many
as several thousand items or folders in an archive
while DC has typically been used to describe indi-
vidual items (e.g., books, photographs, letters, per-
sonal journals, audio files). Each EAD record in-
cludes metadata describing the entire collection and
a “description of subordinate components” which
lists the separate series, sub-series, folders and items
found in the collection. Some EAD files reach hun-
dreds of kilobytes, or even several megabytes, in
size. The challenge is to allow the richness of such
a large file to be exposed and made searchable along-
side other records that describe a single item or a
much smaller collection.

Another challenge is due to the very flexible na-
ture of the EAD standard designed to encourage
participation by a large number of institutions. It is
not surprising that the EAD records analyzed for
the lllinois OAI-PMH project reveal many differences
in tag structures and encoding patterns between
institutions. Despite these differences, the records
seem to have enough consistency to make a gen-
eral cross mapping between EAD and OAI-DC
possible. Although the EAD Application Guidelines
include two recommended mappings to DC, one
for the finding aid itself (i.e. the electronic resource)
and another for the resources described in the find-
ing aid (i.e. the actual manuscripts or archives), nei-
ther mapping will generate records adequate for
use in an OAIl repository. While researchers are
interested in discovering the existence of actual
archives or manuscripts, metadata about the find-
ing aid itself is also necessary in order to point ef-
fectively to the source records. For this reason,a
flexible approach in mapping an EAD finding aid into
an OAl record is needed.

We are currently testing a schema that produces
many DC metadata records from a single EAD file.
We first produce a record describing the entire
collection of materials in the finding aid. This top-
level record becomes a base record for the finding
aid and must be as complete, accurate, and concise
as possible. The base record includes a link to the
source EAD file as well as references to related
parts of the collection. These related parts are de-
scribed in other individual records we produce for
each component level found within the EAD file’s
description of subordinate components. Although
it is not possible to link these records to each other
adequately using simple DC, a sophisticated use of
qualified DC fields can produce linked records. We
hope this method will provide functional and easily
searchable records.

Enhancing Discoverability of
Resources

Metadata authoring practices as discussed above
play important roles in determining the value of a
cross-collection repository focusing on cultural
heritage materials. Providing context for the
metadata, normalization techniques, and develop-
ing the search engine and interface also need to be
examined and explored for ways to enhance the
discoverability of the collected metadata.
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THE WILLIAM R, AND CLARICE V.

Spurlock Museum ==

AY THE UNIVERSITY OF (LLINOIS

Bpudock Museum » Collactions » Search Databases » Search Detaits
Artifact Record Details

Baslc Information

Astifact Identification  Cloth Fragment (1925.07.0044)

Classification . Undassftable Artifacte Astifict Remnant : Cloth Fragment

"Visual Description Rectangular wéite linen fragment with Rorel and enimal
designs on printed turquoise background.

Artigt/Maicer None

Geographic Lecation Evrope, West , Genmany

Period/Date Burdy 20th e CEB

Culture German

Physical Analysls

Dimension1 (Length) 24.6em
Dimension 2 (Width) 163em
Dimension 3(Depth)  0.1em

Weight 4g

Measuring Remarks None

Materials Textile--Linen

Manufarturing Processes  Weaving--Machine, Printing

Munsel] Coler Dark Greenish Blue (7.58 ~Background. Yellowith
Information (5Y 8.572) -Bird. 0323 i
Research Remarks

Published Desription

Schoterly Notes NA

Comparanda NA

Bibliogrephy NA

Artifact History

Archaediogical Dats NA

Credit Line/Dedication”

Reproduction ao

Reproduction Information N/A

Figure | - Record shown in Spurlock database

Providing Context for Content

One real concern related to the development of
cross-collection repository search tools is the con-
text of the original artifact or digital resource. The
value of information about the materials that may
be found in museum collections and archives is of-
ten related to the context and the provenance of
the object(s). For example, a photographic slide
depicting part of a remaining wall of a basilica dat-
ing to the 4* Century would have less value if it
were viewed out of the context of the architec-
tural structure it represents. It is not good enough
simply to make the slide available for viewing; it
needs to be putinto a proper context. |deally, the
holding institution of the artifact or digital resource
will determine the appropriate context. We attempt
to maintain context in our cultural heritage reposi-

<record xmins="http://www.openarchives.org/OAl/1.1/OAI_LIstRecords">

<header>
<ldentifier>oal:spurlock: culturai: 59738 </Identifier>
<datestamp>2001-11-15</datestamp>

</header>

<metadata>
<dc xsl:schemaLocatlon="http://purl.org/dc/elements/1.1/
http://www.openarchives.org/OAl/1.1/dc.xsd"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-
instance"
xmins="http://purl.org/dc/elements/1.1/">

<type>cuitural</type>

<type>physical object</type>

<type>original</type>

<title>Cioth Fragment</title>

<subject>Unciassiflable Artifacts:Artifact Remnant:Cloth

Fragment</subject>

<format>24.6 x 16.3 x .1 cm (14 g)</format>

<coverage>German</coverage>

<coverage>Europe, West</coverage>

<coverage>Germany </coverage>

<date>Early 20th c. CE</date>

<description>Materials: Textlle--Linen </description>

<description>Manufacturing Process: Weaving--Machine,

Printing</description>

<description>Munsell Color ID: Dark Greenish Blue (7.5B

3/4)-Background.

Yellowish Gray (5Y 8.5/2)-Bird.</description>

<description>Rectangular white iinen fragment with floral

and animal designs on printed turquoise background. </description>

<rights>Spurlock Museum, University of Iilinois at

Urbana-Champaign</rights>

<publisher>Spurlock Museum, University of Iliinois at

Urbana- Champalgn</publisher>

<ldentifier>1925.07.0044 </identlfier>

<identlfier>http://www.spurlock.uiuc.edu/Lasso.acgi?

[database]=artifacts

&amp; [layout)=cgidetails&amp;[fllename]=search/

details.htm|&amp;(op]l=eq

&amp;accesslon%20number=1925.07.00448amp;

[search]</ldentifler>

</dc>

</metadata>

</record>

Figure 2 - Record shown as exported by
OAI-PMH

tory by providing external links back to the holding
institutions. When our repository encounters URLs
embedded within any of the metadata fields, they
are mapped to the DC Identifier element. The links
sometimes lead to the holding institution or
organization’s Web site, to the digital display of the
resource’s record from the holding institution or
organization’s database, or to an actual display of
the resource itself. Given the non-persistent na-
ture of many URLs, it is possible that providing ac-
cess to them may lead to a large number of dead
links over time. With regularly scheduled re-har-
vesting of the metadata, changes to the URLs should
be reflected in the records and therefore allow us
to avoid excessive dead links.

For an example of a repository that has made
thoughtful consideration of these efforts, consider
the metadata collection contributed to the lllinois
OAI-PMH project by TDC, the Teaching with Digi-
tal Content project <http://images.library.uiuc.edu/
projects/tdc/>. This project provides a searchable
database of images that can be used by K-12 teach-
ers to develop teaching modules that meet specific
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curriculum requirements. Partners providing
metadata for the project include museums, the llli-
nois State Library, the Chicago Public Library and
others. All the metadata has been entered into a
database in a format that meets the specific needs
of the TDC project and does not conform to DC.
However, the display of the records is very clean
and consistent and maps well into DC for the pur-
poses of the lllinois OAI-PMH project. With a link
directly to the Teaching with Digital Content re-
source provided from a URL that has been mapped
into the DC Identifier field, the context is easily
maintained by providing more background informa-
tion about the record when the user clicks on this
link.

We plan to explore methods for providing context
internally within the repository as well, linking back
to the owning institutions. Providing easy access
to related records may reveal overlooked informa-
tion and insights. The collocation of works by the
same author and under the same subject headings
is a given in databases using a standardized metadata
format and data entry. In an aggregated database,
this collocation task is not trivial, but is potentially
even more illuminating. The context could be
thought of in different ways, such as:

* a specific archaeological dig;

* a specific time period or era (e.g. Civil War);

* asingle donor;

* aparticular geographic area (e.g. South America);
or

* a specific genre of art or literature (e.g. Art
Nouveau).

Metadata Normalization

In order to provide context internally and to en-
hance discoverability of metadata records in a cross-
collection repository, some normalization of the
metadata is desirable. We believe that normaliza-
tion can be done on several of the DC elements,
including Type, Format, Coverage, and Date. We
hope to provide some degree of normalization on
the Subject element but have not yet developed
our strategy for this more complex normalization.

Effective normalization requires us to:

* Understand how the element was interpreted
by metadata providers and which elements in

other metadata formats were mapped to the DC
element;

* Identify which — if any — vocabularies were used
by data providers;

* Determine whether there is any controlled vo-
cabulary that the project team could successfully
apply to all of the data providers, or, if not, create
such a vocabulary specific to our repository;

* Apply our vocabulary to the metadata to aug-
ment the ‘native’ vocabulary;

* Build mechanisms into the search interface that
would take advantage of the normalization; and

* Gauge the success of the normalization for re-
source discovery.

These goals translate into a five-step process as
follows.

I. Extract and analyze the element values
(content)

We organized the element values by metadata pro-
vider. Each unique value was listed, along with the
number of times it appeared within each individual
metadata set. For example, we discovered that only
eleven of the twenty-five metadata providers used
the Type element and that approximately 1440 dif-
ferent Type values appear in the entire metadata
set. Some providers only use one value,and others
use over 800. (See Table 3) The number of values
seems to be dependent on whether the institutions
are using a specific or general vocabulary. A large
number of records in the CIMI metadata use very
specific types such as “Physical Object: TOYS.”

2. Determine how each element is interpreted
and what controlled vocabulary, if any, is
used.

We discovered that metadata providers used ele-
ments in a variety of ways. For example, the DC
Date element was used for the date the digital item
was created, the date the physical item was created
or published, and the date an item was added to a
collection. Because OAI-PMH requires use of simple
DC, the qualifiers that may have explained these
values further were not present. Similarly the vari-
ety and specificity or generality of controlled vo-
cabularies also influenced the next steps in the nor-
malization process.
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NUMBER | VOCABULARY USED FOR TYPE
OF ELEMENT AND SPECIFICITY OF

METADATA PROVIDER VALUES VOCABULARY

Alliance Library System 431 LC Subject Headings and ALA’s Guidelines
on Subject Access to Individual Works of
Fiction, Drama, etc. (specific)

American Museum of Natural | DCTI (general)

History

Celebration of Women | DCTI (general)

Writers

CIMI Demonstration 886 CIMI modifications to Dublin Core Type

Repository Vocabulary (DCTI) and local vocabularies
(general and specific)

Formations | Local vocabulary (general)

Library of Congress American 87 LC Thesaurus of Graphic Materials ||

Memory (specific)

Open Video Project, University ] Local vocabulary (general)

of North Carolina — Chapel

Hill

Perseus Digital Library | DCTI (general)

Spurlock Museum 4 CIMI modifications to DCT| (general)

University of Michigan, Digital | Local vocabulary (general)

Library Production Service

University of Tennessee 25 Local vocabulary (hierarchical)

Special Collections

Table 3 - Number of Values and Vocabulary Used for Type Element

3. Determine focus and vocabulary for
normalization

Each DC element was examined to determine our
focus for normalization for that particular element.
While the Date element suggests a need to choose
between options like ‘date created’ or ‘date con-
tributed’ and the particular format the value is dis-
played in, the Type element required us to focus on
the range and specificity of vocabulary used. For
the Type element we determined resource discov-
ery may be enhanced by adding slightly more gen-
eral terms into the record alongside the ‘native’
vocabulary (e.g.: ‘physical object’ added to ‘toy’).
Following the guidelines from the DC Type Work-
ing Group, we developed our own vocabulary, pull-
ing terms from existing vocabularies where appli-
cable, that provided the level of specificity that would
benefit our users the most (Apps, 2001).

4. Normalizing the data

Once the vocabulary is developed, the values in the
metadata are mapped to the vocabulary terms. The
actual normalization of the data is an automated
process. Following the mapping, values from the
vocabulary are added to each record as additional,

© Archives & Museum Informatics, 2002

After new records are harvested, the system com-
pares the values of specific elements with the map-
ping already done and adds appropriate terms from
our vocabulary where applicable. If a term that has
not already been mapped appears, it is flagged and
looked at by human eyes.

5. Providing services based on the
normalization process

The last step is to provide services so that users
can take advantage of the normalization process,
The ability to limit searches or sort results by type
of resource or to search for specific date ranges or
geographic areas is each made possible by the nor-
malization process.

End-User Search Interface Design
Strategies

We began our interface design following guidelines
for scenario-based design (Carroll, 2000). We iden-
tified likely users of the system as two distinctly
separate groups - scholarly researchers and K-12
teachers and students. We have prioritized the
scholarly researcher as our primary user group for
the preliminary interface design phase of the project.
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UIUC Cultural Heritage Repository

Simple Search in All Coflsctions

tookfor: | I festie recocd
use* *forexact phrase. fie

Figure 3 - Simple search screen <http://
oai.grainger.uiuc.eduloailsearch>

As time allows, we also intend to focus on K-12
teachers and students. In both cases, the need for
a simple design seems important. This is in line
with generally accepted “best practices” in inter-
face design and is a logical choice given the poten-
tial for complex and/or inconsistent record displays
due to the heterogeneity of the materials and insti-
tutions represented in the repository. We identi-
fied several types of common tasks our users might
want to do with a repository of cultural heritage
materials and sketched out scenarios that supported
these tasks. Based on these scenarios and working
from the interface built into our search engine (de-
veloped by the University of Michigan's Digital Li-
brary Extension Service), we designed the first it-
eration of the end-user search interface following
general usability heuristics as outlined by Nielsen
(2000). Figure 3 shows a simple, preliminary search
interface developed as much for diagnostic purposes
as for the end-user.

Work in Progress / Future Plans

As of February 2002, we have begun usability test-
ing. The feedback provided has already highlighted
obvious flaws both in the actual interface as well as
back-end indexing methods. We will continue us-
ability testing with new iterations of the interface.
Subjects will include students enrolled at the Uni-
versity of lllinois Graduate School of Library and
Information Science. We will also participate in a
survey of potential users to be distributed jointly
by University of lllinois and the University of Michi-
gan. This survey is intended for various scholarly
researchers on both campuses and will provide feed-
back to be used in the future design and enhance-
ment of the system. Current plans for enhancing
search functionality include adding options to com-
bine and refine searches and access to stored “ex-

pertsearches.” These expert searches are intended
to provide examples of search strategies used by
experts from specific user communities. We will
also include in our development user search fea-
tures that focus on the K-12 teacher and student
user profiles as prioritized by our original scenario-
based design decisions. This user group has par-
ticular needs that center on curriculum develop-
ment and the use of on-line resources for achieving
clearly defined, institutionally driven educational out-
comes. Under consideration is an enhancement
option that would gather user input in the form of
annotations or other types of notes one might be
inclined to make about particular sets of retrieved
records and add these to the index in a way that
provides links and displays relationships between
records that are related according to the research-
ers using the system.

Conclusion

The lllinois OAIl Metadata Harvesting Project rep-
resents an attempt to enable the integrated search-
ing of diverse types of cultural heritage informa-
tion. In so doing, scholars may discover new links
across materials that are physically dispersed and
that may potentially address common themes across
disciplines that have not been previously formally
recognized. Providing cross-collection repositories
that preserve the context of the items represented
by disparate metadata and offer easily navigable
search interfaces of this metadata requires several
essential components:

* Metadata authoring practices must be compli-
ant with community accepted standard schema(s);

* Techniques for displaying item-level vs. collection-
level records need to be developed;

* Normalization processes should be applied to
the metadata prior to indexing; and

* ‘Best practices’ for interface design should be
adhered to for end-user search tools.

The value of a usable search system that represents

texts, manuscripts, images, digital objects, and arti-

facts simultaneously is difficult to quantify at this

stage of our investigation. However, we believe that

the exploration of techniques for providing simul-

taneous access to such a range of materials is es-

sential if we are to assist today’s scholars in achiev-

ing their full potential as researchers.
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Abstract

This paper describes a proposal for an interoperable metadata model, based on international standards, which has
been designed to enable the description, exchange and sharing of multimedia resources both within and between
cultural institutions. Domain-specific ontologies have been developed by two different ISOWorking Groups to standardize
the semantics associated with the description of museum objects (CIDOC Conceptual Reference Model) and the
description of multimedia content (MPEG-7) - but no single ontology or metadata model exists for describing museum
multimedia content. This paper describes an approach which combines the domain-specific aspects of MPEG-7 and
CIDOC-CRM models into a single ontology for describing and managing multimedia in museums. The result is an
extensible model which could lead to a common search interface and the open exchange, sharing and integration of
heterogeneous multimedia resources distributed across cultural institutions.

Keywords: Multimedia, Metadata, Interoperability, MPEG-7, CIDOC-CRM

I. Introduction

Multimedia provides museums with a rich paradigm
for capturing, communicating and preserving cul-
tural information. It offers new capabilities for struc-
turing, interpreting and communicating knowledge,
and the significance of artifacts within museum col-
lections through the use of digital video, audio, im-
ages, graphics and animation. Making collections
available in digital form, both in-house and through
networks, provides museums with a tremendous
opportunity to meet their educational mandate.
When linked together over networks, museum mul-
timedia databases become even more valuable as
cross-cultural resources for educational and re-
search purposes.

In addition, the potential to re-use multimedia con-
tent to create new intellectual property, has fur-
ther accelerated the growth in the size and num-
ber of institutional multimedia databases. Existing
multimedia objects are being combined and reused
to generate complex, interactive multimedia,
hypermedia, virtual reality displays and participa-
tory exhibitions. This has led to a demand for sys-
tems and tools which can satisfy the more sophis-
ticated requirements for storing, managing, search-
ing, accessing, retrieving, sharing and tracking com-
plex multimedia resources.

Metadata is the value-added information which

documents the administrative, descriptive, preser- -.

vation, technical and usage history and characteris-

tics associated with resources. It provides the un-
derlying foundation upon which digital asset man-
agement systems rely to provide fast, precise ac-
cess to relevant resources across networks and
between organisations.The metadata associated with
multimedia objects is infinitely more complex than
simple metadata for resource discovery of simple
atomic textual documents and the problems and
costs asssociated with generating such metadata are
correspondingly magnified.

Metadata standards enable interoperability between
systems and organizations so that information can
be exchanged and shared. Standardized metadata
models have been developed to describe museum
objects (CIDOC Conceptual Reference Model)
(CIDOC Conceptual) and to describe multimedia
content (MPEG-7) (ICS) but no standards currently
exist for specifically describing museum multimedia
content. Hence the key goal of this project is to
analyze and evaluate each of these existing stan-
dards and to determine a way to merge the two
ontologies to generate a standardized model for
describing museum multimedia content. Such a
model, which is capable of supporting the exchange
of information between existing collection manage-
ment systems (for physical artefacts) and emerging
digital asset management systems would enable
knowledge and resources to be shared, re-used and
exchanged to a much greater extent than is cur-
rently possible both within and between museums.
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Hence in the remainder of this paper we describe
both the CIDOC/CRM and MPEG-7 metadata
models. We then analyze them both to determine
the overlaps, intersections and differences. Based
on this analysis we hope to be able to determine
how the models can best be merged to combine
the two domain-specific vocabularies of MPEG-7
and CIDOC/CRM, without introducing semantic
inconsistencies or redundancies.The final outcome
is in essence, a single, machine-understandable, ex-
tensible ontology designed to support the descrip-
tion and management of multimedia resources
within museums.

2.The Nature of Multimedia in
Museums

2.1 Types of Multimedia in Museums

Audiovisual or “multimedia” content within muse-
ums is highly diverse and varies widely in origin,
genre, purpose, media type, format, quality, age, con-
text and the reason for its cultural significance or
retention within a museum or collection. Multime-
dia in museums can include everything from disin-
tegrating maps on paper to full feature films on DVD.
Within the scope of this paper we are referring to:
images, audio, video, multimedia, graphics and ani-
mation - in both analog and digital form. Table |
below provides an overview of the typical consti-
tution of multimedia collections within a museum.

In most cases, it is the semantic content, which is
depicted or recorded on the multimedia resource
which is of value i.e., the resource records an event,
place, person, object or concept which is of cul-
tural, historical, geographic or educational impor-
tance. For some multimedia resources, the cultural

photographs, prints, maps,
manuscripts, documents, drawings,
paintings, movie stills, posters

songs, music, plays, interviews, oral
histories, radio programs, speeches,
lectures, performances, language
recordings

full feature films, documentaries, news
clips, anthropological/expedition
footage, home movies, animation

3D models, simulated walk-throughs of
buildings, archeological sites, VRML
presentations, slide shows, SMIL files,
QuickTime VR

Images

Audio

Video/Film

Graphics

Multimedia

Table I: Overview of Museum
Multimedia Types

(]

¢}

0

or historical significance lies with the medium or
recording technology e.g., the earliest photographs,
film, video and audio recordings. In some cases, the
multimedia object is valuable because of the per-
son who captured or recorded it (e.g.,home movie
collection of John F. Kennedy) or because it is part
of a larger collection or bequest or it is exemplary
of a particular genre, era or technique. In many cases,
both the semantic content and the context, agents,
technique and medium are all of importance and
need to be recorded.

Often multimedia content has been generated for
preservation and dissemination purposes.The mul-
timedia resource may be a digital surrogate of the
original culturally significant museum artifact which
is too valuable or fragile to be handled or is inac-
cessible for reasons of location. In many situations,
the multimedia resources are created as an alter-
native visual representation (image, model) of a
physical museum artifact or as a replacement for
earlier analog and digital formats which are becom-
ing obsolescent.

Hence in addition to the typical bibliographic infor-
mation, the metadata for multimedia resources may
need to describe detailed formatting information,
structural or segmentation information (temporal,
spatial and spatio-temporal segments), semantic in-
formation (description of the objects/people/places/
events which are recorded) and the event history
and rights information.A detailed description of the
metadata requirements for multimedia in museums
is provided in the next section.

2.2 The Metadata Requirements for
Multimedia in Museums

The metadata associated with multimedia resources
can be classified into a number of different catego-
ries:

» Bibliographic metadata - this includes infor-
mation about the resource’s creation/production
(date, place) and the individuals or organizations
involved (e.g., producer, director, and cast) and
the resource’s classification information (e.g., title,
abstract, subject, and genre).

* Formatting metadata - this includes informa-
tion about the format, encoding, storage and sys-
tem requirements associated with the resource.

© Archives & Museum Informatics, 2002
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image audio video text multimedia

format (image/tiff) form'at ] format (Quicktime, format (text/ms format (text/html)
(audio/aiff) MPEG!) word)

filesize (bytes) filesize (bytes) [filesize (bytes) filesize (bytes) [filesize (bytes)

version (v 4.0) version (v2.5) |version (vI.1) version = 97  |version (v3.0)

r(-z(s)c(;g,:;)on :ﬂ?t&gzr)ate dimensions (640x480) Ezc::;pressmn ;c'a(;;ware (MS FrontPage

dimensions samplesize (16 |aspectratio (4:3) characterset  |storagetype (HD server)

(1024x768) bit) {Unicode)

aspectratio (4:3) [duration duration (32min 12sec) [template template (Program.xsl)
(04:45:56.34) (summary.dtd)

colourdepth (8-bit |compression compression (mp2) bandwidth requirements

grayscale, 24-bit  [(MPEG2/Layer 3)

colour)

colourpalette encapsulation encoding (mp2) system requirements (OS,

(CMYK, RGB, (RealAudio G2) software,

GrayScale) hardware,peripherals)

framerate (25fps) |tracks ( mono, [sound (Yes/No)
stereo)

colourLUT storagetype storagetype (DVD)

(base64) (Phillips DAT)

orientation colour (Colour or B/W)

(Portrait,

Landscape)

compression special Effects

(CCIT4) (ChromaKey )

storagetype (CD-
ROM, Jazz, hard
drive)

scanner (make,
model, serial #)

delivery and presentation
requirements
(bandwidth, operating
system, hardware, )

software, peripherals

camera details and
settings (make, model,

serial#, aperture,
focallength, filter)

Table 2:Typical Format Metadata for Different Media Types

Table 2 shows the formatting metadata typically
recorded for different media types.

Structural metadata - this provides informa-

tion about the structural decomposition of the
multimedia resource into spatial, temporal or
spatio-temporal segments (scenes, shots, frames,
image regions) and the relationships between
these segments.

Content metadata - this provides indexes to

the actual content which is recorded or depicted.

within the multimedia resource. Content
metadata can vary from natural language descrip-
tions of the people, objects, places or events which
are depicted to the low level audio or visual fea-
tures such as colour histograms or volume.

© Archives & Museum Informatics, 2002
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* Events and rights metadata - this is infor-
mation describing the life history of the resource.
It includes everything from acquisition and relo-
cation events to the reformatting, editing, repack-
aging and distribution events to the metadata at-
tribution events to the usage, copyright agree-
ments, and permission events.

A number of projects have developed or are devel-
oping metadata models for multimedia in museums
{(Gabriel, 2001;The TOKEN 2000) or for historical
audiovisual collections (The ECHO).These projects
are either developing their own application-specific
data models and vocabularies, or choosing one of
the existing standards (MPEG-7 or CIDOC/CRM).
None have considered the approach of merging
ontologies from the museum domain and the mul-
timedia domain into a single ontology.
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Cover Title No: 53508

Countxry of Origin:
Medium: Film

Class: Documentary
Sub—-Clans:
Cinematographer/Directoxr

Australia

P ion Cy t

Contents:

large group
{00:00:00 - 00:12:45)

Subjects:
1900s, Baldwin

fram film in 1999 by NESA

Title: BALDWIN SPENCER COLLECTION : UNRESTRICTED FOOTAGE Years:

Aust. Aboriginal & Torres Strait Islander Ethnographic
i Spencer

pany National Film and Sound Archive, Australia
Y: 41 minute campilation of three sequences of unrestricted footage
ariginally filmed by Baldwin Spencer

Sequence 1. Visiting or Avenging dance of Aranda men, Alice Springs, showing a
of men in close formation running up and down, carrying spears.

2. Decorated Aranda wamen and girls dancing in a line with men seated
in the foreground. (00:12:46 - 00:27:20)

« (00:27321 - 00:41:05)

All requests for access other than on-site audition for research
purposes, to be directed to the Collections Manager, Ethnohistoric Materials,
Indigenocus Collections Dept, Museum Victoria.

Mboriginal peoples (Australian), Aboriginal rites and ceremonies,

Spencer
Item 1: Digital Copy, 53508.mpyg, MPEG-1,

1901 to 1912

Baldwin

between 1901 and 1912.

Silent, Black & White, 00:41:05, Copied

2.3 A Typical Example

Consider an example typical of multimedia content
held by museums or archives: a film owned by the
Museum of Victoria which contains unedited foot-
age of Australian Aboriginal tribal ceremonies filmed
by anthropologist Baldwin Spencer between 1901
and 1912. Below is the catalogue item from
ScreenSound Australia’s online catalogue. In 1999,
the original film was copied to digital format (MPEG-
I) by the National Film and Sound Archive for the
purpose of preservation.

In Sections 3.2 and 4.2 below we compare the abili-
ties of the CIDOC CRM and MPEG-7 to describe
museum multimedia, by describing this example
using their domain-specific vocabularies.

3.The CIDOC/CRM
3.1 Overview of the CIDOC CRM

The “CIDOC object-oriented Conceptual Refer-
ence Model” (CRM), was developed by the ICOM/
CIDOC Documentation Standards Group to pro-
vide an ‘ontology’ for cultural heritage information.
Its primary role is to serve as a basis for mediation
of cultural heritage information and thereby pro-
vide the semantic ‘glue’ needed to enable wide area
information exchange and the integration of heter-
ogenous resources between cultural institutions.

The CIDOC CRM is presented as an object-ori-
ented extensible data model, expressed in RDF
Schema (RDF Schema Spec 2000). Figure | illus-

Example |

trates the class hierarchy for the CIDOC CRM, as
generated by the SIS knowledge base (ICS). The
detailed specification of the CIDOC CRM Version
3.2 which includes detailed descriptions of the class
and property definitions, hierarchies and relation-
ships, is available from (Crofts, 2002).

In order to understand and evaluate the CIDOC
CRM’s ability to describe multimedia resources, we
apply it to the example in Section 2.3.

3.2 A CIDOC CRM Description of the
Example

Together with an analysis of the class and property
hierarchies provided by the CIDOC CRM, this ex-
ercise reveals that the CIDOC CRM’s strengths lie
in its ability to describe:

* Identification information;
* Acquisition and ownership information;

Multimedia

Description
Semantics

82  Figure I -The CIDOCICRM Class Hierarchy
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' <7xmi version="1.0" encoding="1S0-8859-1"?> _ » Physical movement, location and relocation in-
<7xmi-stylesheet type="text/xs|" href="crm.xsl"?> .
<CRMset> formation;
<CRM_Entity> . . . .
<in_class>E22: Man-Made Object</in_class> s Physical attributes and features - dimensions,
<is_identified_by>0Object ID 53508 . . . . .
<in_class>E42: Object Identifier</in_class> marks, visual items, material, sections, physical lo-
«</is_identified_by>
<has_title>BALDWIN SPENCER COLLECTION : UNRESTRICTED FOOTAGE cation etc.;
<In_class>E35: Title</in_class>
/has_title> . . . .
e scumertary i * Historical even}:s . CIDOC CRM supports rich
oclaseess: Type</in_class> semantic descriptions of concepts or events -
as_created_by> Baldwin Spence: i
T e e tass> both real world events, as well as the events which
took_place_at> Central Australia, H H
O cimsss 53 ace</in dass> occur in the life cycle of a resource, and those
e /in_class> events which are depicted in the visual informa-
</falls_within> . .
</took_place_at> tion Ob]eCtS.

«<at_most_within>1901-1912
<in_class>E52: Time Span</in_class>
</at_most_within>

«</was_created_by> However the CIDOC CRM is limited in its ablllt)’
e ypes Mugeam e to describe digital objects and particularly digital
</has_type> . . . . .
</has_current_owner> multimedia or audiovisual content. The following

= xwags-prodeced=by>Naticnat-fiimand Sound Archive ___
<in_class>E21: Production Company</in_class>
</was_produced_by>
<used_general_technique>fitm
<in_class>E55: Type</in_class>

requirements are inadequately supported:

</used_general_technique> » Formatting attributes (encoding, storage, system
«<depicts_concept>Aboriginal rites and ceremonies . . . . . .

o cassoESS: Type</in_class> requirements) for digital images, audio, video, text
</depicts_concept> . . .
<has_note> ] and multimedia such as those shown in Table |
41 minute compllation of three sequences of unrestricted footage originally

filmed by Baldwin Spencer between 1901 and 1912. are not current]y supported;

<has_type> Description

<in_ctass>E55: Type</in_class>
</has_type>
</has_note>
<has_note>All requests for access other than on-site audition for research

It is possible to define sections of physical ob-

irare ndiyenus Collctons bept, massum viora, jects using spatial measurements or coordinates
e o> and the temporal location of Events or Periods
e 001505 2fuarues using the Date and TimeSpan entities - but not
<o dmengions temporal, spatial or spatio-temporal locations
“rament i within non-physical digital media;

<has_type>videoSegment</has_type>
<has_time_span>
<begins_at>00:00:00</begins_at>
<ends_at>00:12:45</ends_at>
<has_time_span>

Physical features can be described but not visual

<depicts_concept>Visiting or Avenging dance of Aranda men, Alice Springs, or audio features such as colour histograms, re-
showing a large group of men in close formation running up and down, .
carrying spears gions, shape, texture, volume etc.;

</depicts_concept>
</is_composed_of>
<is_composed_of>
Segment 2
<has_type>videoSegment</has_type>

Hierarchical or sequential summaries of audiovi-

<has_time_span> sual content which specify keyframes, scene
<begins_at>00:12:46</begins_at> . .
<ends,_at>00:27:20</ends_at> changes or key videoclips, are not supported
<has_time_span>

«<depicts_concept>Decorated Aranda women and girls dancing in a line with
men seated in the foreground.

<eldepicts._concept> The CIDOC CRM provides the is_documented_in
<ls_composed_of> roperty to record the relationship of a culturall
Segment 3
has_type>videoSegment </has_| > . . .
e spany.ament</has.type significant physical or real-world artefact or event
h::ﬁ3';'12‘5‘5&%2:2'52:/2/:4?,'25;’t> to its visual/audio/audiovisual recording, which is
<has_ti N ..
<depicts. concept»Burial ceremnies and dances of Bathurst and Mewville classed as a Document. However there is no explicit
; e ) . .
e e ey O Me" 2d boys paricpating support for the different media types in CIDOC/
depi . .
<{'<S/E:°p':;2§:§§;gt>sasos CRM.Because the CIDOC CRM is designed to pro-
< locumented_in> N n . . .
<in-cinsss €317 Document/i. cass> vide an extensible underlying framework, it may be
<was_created_by>National Film and Sound Archive o . . . .
<ok place at> Carverrs possible to improve support for multimedia descrip-
<in_class>E53: Place</in_class> . I . .
<fails_within> Australia tions, through the addition of MPEG-7 multimedia-
<in_class>E53: Place</in_class> . . Y .
</falts_within> specific sub-classes and sub-properties to existing
</took_place_at> .
<at_mést_within>1999 CIDOC/CRM superclasses and super-properties.
«<in_class>ES2: Time Span</in_class> . . . . .
</at_most_within> We investigate this approach in Section 5.

</was_created_by>
</is_documented_jin>
</CRM_Entity>
</CRMset>

Example 2 8 3 BESTCOPY AVAILABLE
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4. MPEG-7 - the Multimedia Content
Description Interface

4.1 An Overview of MPEG-7

The Moving Pictures Expert Group (MPEG),a work-
ing group of ISO/IEC, is expected to shortly re-
lease the final standard for MPEG-7 (MPEG-7 Over-
view), the “Multimedia Content Description Inter-
face”,a standard for describing multimedia content.
The goal of this standard is to provide a rich set of
standardized tools to enable both humans and ma-
chines to generate and understand audiovisual de-
scriptions which can be used to enable fast efficient
retrieval from digital archives (pull applications) as
well as filtering of streamed audiovisual broadcasts
on the Internet (push applications). MPEG-7 can
describe audiovisual information regardless of stor-
age, coding, display, transmission, medium, or tech-
nology. It addresses a wide variety of media types
including still pictures, graphics, 3D models, audio,
speech, video,and combinations of these (e.g., mul-
timedia presentations).

MPEG-7 provides:

* a core set of Descriptors (Ds) that can be used
to describe the various features of multimedia
content;

¢ pre-defined structures of Descriptors and their
relationships, called Description Schemes (DSs).

Initially MPEG-7 definitions (description schemes
and descriptors) were expressed solely in XML
Schema [9-11]. XML Schema proved ideal for ex-
pressing the syntax, structural, cardinality and

Image
Text

Image |4—] StilRegion [ stitRegionaD |

Vidoo

Video Segment

Multimedia - Audio
c Audio Segment l

Segment
o Audiovisual
AudioVisual Seament

Figure 2 - MPEG-7 Multimedia Segment Class
Hierarchy
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datatyping constraints required by MPEG-7. How-
ever semantic interoperability is necessary to en-
able systems to exchange data (e.g., metadata de-
scriptions), to understand the precise meaning of
that data and to translate or integrate data across
systems or from different metadata vocabularies.
Hence it was recognized that there was a need to
formally define the semantics of MPEG-7 terms;and
to express these definitions in a machine under-
standable, interoperable language. RDF Schema
(RDF Schema Spec 2000) was the obvious choice
due to its ability to express semantics and semantic
relationships through class and property hierarchies
and its endorsement by the W3C'’s Semantic Web
Activity (W3C). Consequently the Adhoc Group
for MPEG-7 Semantic Interoperability was estab-
lished and an MPEG-7 ontology was developed and
expressed in RDF Schema and DAML+OIL exten-
sions (Hunter Adding, Hunter An ROF 2001).The
extensions provided by DAML+OIL (DAML+OIL)
were necessary to satisfy certain requirements such
as the need for multiple ranges and sub-class specific
constraints. The basic class hierarchy of MPEG-7
content and segments is shown in Figure 2 e.g., the
MPEG-7 class VideoSegment is a subclass of both Video
and Segment.

The relationships of the Segment types to other seg-
ment types and multimedia entities are dependent
on the allowed types of decomposition. Multimedia
resources can be segmented or decomposed into sub-
segments through 4 types of decomposition:

* Spatial Decomposition - e.g, spatial regions
within an image;

* Temporal Decomposition - e.g., temporal
video segments within a video;

* Spatiotemporal Decomposition - e.g., mov-
ing regions within a video; or by

* MediaSource Decomposition - e.g,, the dif-
ferent tracks within an audio file or the different
media objects within a SMIL presentation

Associated with each of the subclasses in Figure 2
are various properties which define permitted re-
lationships between the segment classes corre-
sponding to specific structural or organizational
description schemes and the permitted audio, vi-
sual and audiovisual attributes associated with dif-
ferent types of multimedia segments.
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Type| Feature Descriptors

Visual |Color DominantColor

ScalableColor

ColorLayout

ColorStructure

GoFGoPColor (extension of
ColorStructure)

Texture HomogeneousTexture

TextureBrowsing

EdgeHistogram

Shape RegionShape

ContourShape

Shape3D

Motion CameraMotion

MotionTrajectory

ParametricMotion

MotionActivity

Audio |Silence Silence

Timbre InstrumentTimbre
HarmoniclnstrumentTimbre
PercussivelnstrumentTimbre

Speech Phoneme
Articulation
Language

Musical MelodicContour

Structure Rhythm

SoundEffects zi/itse;beration, Pitch, Contour,

Table 3 - MPEG-7 Visual and Audio Features
and their Corresponding Descriptors

The visual and audio features which may be associ-
ated with multimedia and segment classes are listed
in Table 3. Associated with each of the visual and
audio features is a choice of descriptors, also illus-
trated in Table 3. Precise details of the structure
and semantics of these descriptors are provided in
ISO/IEC 15938-3 FCD Multimedia Content De-
scription Interface - Part 3 Visual and ISO/IEC
15938-3 FCD Multimedia Content Description In-
terface - Part 4 Audio (I1SO, 2001).

Only particular visual and audio descriptors are
applicable to each segment type.Table 4 illustrates
the association of visual and audio descriptors to
different segment types.The MPEG-7 RDF Schema
(Hunter,Adding; Hunter,An ROF) specifies the con-
straints on these property-to-entity relationships.

Feature SZgi:‘ne:nt R:;iilt;n ::;it‘f S:gl::ieont
Time X - X X
Shape - X X -
Color X X X -
Texture |- X - -
Motion (X - X -
Audio X - - X

Table 4 - Relationships between Segment
Types and Audio and Visual Descriptors

In addition to the basic Multimedia and Segment
entities and the visual and audio descriptors, MPEG-
7 provides standardized Description Schemes which
combine the base classes and properties above, into
pre-defined structured relationships (ISO...-5,2001.
Figure 3 provides an overview of the organization
of MPEG-7 Multimedia DSs into the following ar-
eas: Basic Elements, Content Description, Content
Management, Content Organization, Navigation and
Access, and User Interaction.

These different MPEG-7 DSs enable descriptions
of multimedia content which cover:

* Information describing the creation and produc-
tion processes of the content (director, title,short
feature movie);

* Information related to the usage of the content
(copyright pointers, usage history, broadcast
schedule);

* Media information of the storage features of the
content (storage format, encoding);

* Structural information on spatial, temporal or
spatio-temporal components of the content
(scene cuts, segmentation in regions, region mo-
tion tracking);

Cortent o0 l Collactions ] | Models I User
Im] M ® || 2=
—= ()
User
S )

Basto slements

CeCEEE

Figure 3 - Overview of MPEG-7 Multimedia
DSs (ISO/IEC)
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* Information about low level features in the con-
tent (colors, textures, sound timbres, melody de-
scription);

Conceptual, semantic information of the reality
captured by the content (objects and events, in-
teractions among objects);

Information about how to browse the content in
an efficient way (summaries, views, variations, spa-
tial and frequency sub-bands);

Organization information about collections of
objects and models which allow multimedia con-
tent to be characterized on the basis of prob-
abilities, statistics and examples;

* Information about the interaction of the user with
the content (user preferences, usage history).

In the next section we generate an MPEG-7 de-
scription of the example in Section 2.3, which illus-
trates the use of the CreationlnformationDS, the
MedialnformationD$S and the TemporalDecom-
positionDS, to provide meaningful structure to the
metadata description.

4.2 An MPEG-7 Description of the Example

Example 3 is an MPEG-7 description of the example
in Section 2.3.

5. Comparison of the CIDOC/CRM
and MPEG-7 Ontologies

5.1 Overlaps, Intersections and Differences

_ A comparison of the MPEG-7 and CIDOC CRM

ontologies and their descriptions of the same re-
source above, reveals the following:

* Both metadata models are capable of describing
the creation, production and classification infor-
mation associated with a resource. Mappings be-
tween these components of the two models is
possible;

* The CIDOC CRM is more focussed on describ-
ing physical museum artefacts and real world
events from an epistemiological perspective.
CIDOC CRM provides an ontology which allows
the decomposition of knowledge available in data
records into atomic propositions that are con-
text free, interpretable when stand-alone but can

[<2xml version="1.0" encoding="i50-8859~1"7>
<peg? xalns="urntopeq impeg? t achema: 2001”
xmlny:xsim"http: //wa w3 . 0rg/2001/XMLSchema-instance”
nlns impeg?="urn 1mpeq pey? : schema: 2001°
smlng s xanl="http: / Awew.w3.arg/ XML/ 1998/ narespaca”™
xsd 2 2001 .\Mpeg7-2001.xad">

xai1type=" ype™>
<MltimediaContent xsi:type="VideoType™>
<video>

<dedialocator>

http1/, /53508 ri

</Medialocator>

MediaTie>

</MediaTime>

<Creatican>
<Title amlilang="en" type="main">Baldwin Spencer Collection:
Unrestricted Footage</Title>
<Creator>

<Rale hrefs"uwrnimpeqimpeg? 108 tRoleCS:2001 s DIRECTOR" />

<agent xsi:type="Persontype”>
<Name>Baldwin Spencer</Name>
</Agent>
</Creator>
<Creatcr>

<Role hrefs"um:ispeq:mpeqg? icstRoleCS: 2001t PRODUCER" />
<agent xsi:itype="QrganizationType™
<Name>National Film and Sound Archive, Australiac/Name>
</Agent>
</Creator>

<abstract>
<FreeTextArmotatico>
40 minute campilation of three sequences of unrestricted
footage originally filmed by
between 1901 and 1912.
</1
</Rbstract>

<CreationCoordinates>
<Lecation>
<fegion>Central Australis</Regicn>
</Locatiom>

<Date>1901-1912</Date>
</CreationCoardinates>

<Py
</Creation>

<Classification>
<Form href: 2001:1.6%>
<Nare xml:lang="en >Documentary</Name>
</Fomm>
<Genre hrefs" 2001:1.10.10">
<Nave xml:langs"en">Traditional Arte</Name>
/Genre>

<

<FreeTextAmotation>Australisn

Example 3

and Torres Strait

easily be compiled into an integrated knowledge
base;

* MPEG-7 is more focused on precise, fine-grained
content-based descriptions of multimedia content,
particularly digital multimedia, to enable the au-
tomated search and retrieval or filtering and re-
trieval of relevant multimedia content using stan-
dardized descriptions;

Because the CIDOC CRM vocabulary is based
on a hierarchical object-oriented model in which
Events and Activities are core entities, it provides a
better underlying framework for recording the
events, changing attributes and dynamic relation-
ships associated with a resource.
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Figure 4 - Extending the CIDOC CRM Class
Hierarchy with MPEG-7 Multimedia
Subclasses

5.2 Merging the Ontologies

Since CIDOC CRM is designed to provide a top
level set of classes and properties which can act as
attachment points for domain-specific metadata
ontologies, it makes sense to use the CIDOC CRM
as the foundation and to extend it with MPEG-7
specific components, to add multimedia metadata
capabilities. The obvious attachment point for the
MPEG-7 class hierarchy is the CIDOC CRM Docu-
ment class, as shown in Figure 4.

The CIDOC CRM provides an is_composed_of
property which can be extended through RDF
Schema sub-properties to define the structural or
segmentation metadata associated with multime-
dia resources. Spatial, temporal, spatio-temporal and
media-source decompositions are all provided
through this approach, as illustrated in Figure 5.

The CIDOC CRM Time-Span and Place classes need
to be sub-classed to enable MediaTime and
MediaPlace classes to be defined - these are re-
quired in order to specify temporal, spatial and
spatio-temporal locators within audiovisual re-
sources.

<has_format>
<pare>MimeType</name>
<value>video/mpeg-1</value>
</has format>

<has_format>
<name>frame rate</name>
<value>25</value>
<mit>fps</unit>
</has_format>

Example 4

Further extensions to the CIDOC CRM which are
required for adequate multimedia description in-
clude the provision of formatting properties (Table
2) and visual and audio features/descriptors (Table 3),
associated with multimedia and segment entities.

Some formatting metadata can be accommodated
by the existing Dimension class (e.g., file size, frame
dimensions). But formatting information such as
encoding and storage medium could be attached
through a new Format class and a new has_format
property, similar to the existing Dimension class as
shown in Example 4.

Audio and visual descriptors could be provided
through the provision of two new classes,
VisualFeature and AudioFeature. Their respective
MPEG-7 descriptors as outlined inTable 3 could be
defined as sub-classes. The properties
has_visual_feature and has_audio_feature would be
required to associate these new classes/sub-classes
to the relevant Multimedia Document types, as
specified in Table 4.

Based on the proposals described here, an RDF
Schema representation of the MPEG-7 extensions
to the CIDOC CRM, has been developed and is
available (RDF Schema Rep).

is_spatially
mposed_of
el Video | Still |Moving| Audio
& Feature Segment | Region | Region | Segment
-O‘Q‘SR 15_temporally
. dof ; omposed_of Time X - X X
Sl Shape - X X -
! tiot
Color X X X -
Texture |- X - -
Motion X - X -
. . . Audio X - - X
Figure 5 - Adding MPEG-7 Segmentation
properties to CIDOC-CRM Table 4
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6. Conclusions and Future Work

6.1 Conclusions

In this paper we have analyzed the strengths and
weaknesses of the CIDOC CRM and MPEG-7 on-
tologies in the context of providing a metadata
model for describing and managing museum multi-
media resources. Based on this analysis, we have
described an approach to merging the two models
by using the CIDOC CRM as the underlying foun-
dation and extending it through the addition of
MPEG-7-specific sub-classes and sub-properties to
provide support for multimedia concepts and de-
scriptions.The outcome is a single machine-under-
standable ontology (in RDF Schema) which can be
used to provide the underlying model for describ-
ing multimedia in museums and thus facilitate the
exchange, sharing and integration of heterogeneous
multimedia information between cultural institutions.

6.2 Future Work

Having developed the model, the next step is to
test, evaluate and refine it by applying it to the de-
scription and management of real collections of
multimedia resources within museums.We plan to
do this through the development of a test-bed us-
ing resources provided by the Smithsonian’s Na-
tional Museum of the American Indian CRC.

In 2001, two workshops were held by the DELOS
Working Group on Ontology Harmonization
(Doerr) to discuss and compare the CIDOC CRM
and ABC ontologies (Lagaozi, Hunter, 2001). Both
of these ontologies have been designed to facilitate
semantic interoperability between metadata vocabu-
laries from different domains. A third workshop is
planned for June 2002, and the anticipated outcome
will be a common merged model. Assuming that
this eventuates, then future work will involve de-
termining how the multimedia specific concepts of
MPEG-7 can be attached to or accommodated
within this merged ontology.

Acknowledgements

The work described in this paper has been carried out as
part of a Smithsonian Fellowship funded by the
Queensland Government and the Smithsonian Institute.
Additional funding has been provided by the Coopera-
tive Research Centre for Enterprise Distributed Systems
Technology (DSTC) through the Australian Federal
Government’s CRC Programme (Department of Indus-
try, Science and Resources). Thanks also to the other
members of the DELOS Working Group on Ontology
Harmeonization, and especially Martin Doerr, both for Fig-
ure |,and for his patient and detailed explanations of the
CIDOC CRM.

References

CIDOC Conceptual Reference Model, http:/
cidoc.ics.forth.gr/

Crofts, N. Dionissiadou, |., Doerr, M., Stiff, M.
(editors),“Definition of the CIDOC object-
oriented Conceptual Reference Model , Feb
2002 (version 3.2.1) http://cidoc.ics.forth.gr/
docs/cidoc_crm_version_3.2.| .rtf

DAML+OIL, March 2001. http://www.daml.org/
2001/03/daml+oil-index

Doerr, M. DELOS Working Group on Ontology
Harmeonization,Workshop Reports, http://
www.metadata.net/harmony/
Collaboration.htm

The ECHO European CHronicles On-line Project
http://pc-erato2.iei.pi.cnr.it/echo/

Gabriel, D., Ribeiro, C. “A Metadata Model for
Multimedia Databases”, ICHIM 01, Milan,
September 2001 http://www.archimuse.com/
ichim2001/abstracts/prg_100000544.html

Hunter,]. “Adding Multimedia to the Semantic
Web - Building an MPEG-7 Ontology”, http://
archive.dstc.edu.au/RDU/staff/jane-hunter/
swws.pdf

Hunter, ). “An RDF Schema/DAML+OIL Repre-
sentation of MPEG-7 Semantics”, MPEG,
Document: ISO/IEC JTCI/SC29/WGI |
W7807, December 2001, Pattaya

88

© Archives & Museum Informatics, 2002



Museums and the Web 2002

ICS FORTH, “The Semantic Index System (SIS)”,
http://www.ics.forth.gr/proj/isst/Publications/
paperlink/SIS-descr.ps.gz

ISO/IEC 15938-5 FCD Information Technology -
Multimedia Content Description Interface -
Part 5: Multimedia Description Schemes,
March 2001, Singapore

ISO/IEC 15938-3 FCD Information Technology -
Multimedia Content Description Interface -
Part 3:Visual, March 2001, Singapore

ISO/IEC 15938-4 FCD Information Technology -
Multimedia Content Description Interface -
Part 4: Audio, March 2001, Singapore

Lagoze, C.,and Hunter,]. “The ABC Ontology
and Model”, Journal of Digital Information,
Volume 2, Issue 2, November 2001, http://
jodi.ecs.soton.ac.uk/Articles/v02/i02/Lagoze/

MPEG-7 Overview, http://mpeg.telecomitalialab
.com/standards/mpeg-7/mpeg-7.htm

RDF Schema Representation of the MPEG-7
Extensions to the CIDOC CRM, htep://
metadata.net/harmony/MPEG-
7_CIDOC_CRM.rdfs

RDF Schema Specification 1.0,W3C Candidate
Recommendation 27 March 2000. hetp://
www.w3.org/TR/rdf-schema/

The TOKEN2000 project http://dbs.cwi.nl:8080/
cwwwi/owa/cwwwi.print_projects?|D=78

W3C Semantic Web Activity http://www.w3.org/
2001/sw/

XML Schema Part 0: Primer, W3C Recommenda-
tion, 2 May, 2001, http://www.w3.org/TR/
xmlschema-0/

XML Schema Part |: Structures,W3C Recom-
mendation, 2 May 2001, http://www.w3.org/
TR/xmischema-1/

XML Schema Part 2: Datatypes,W3C Recommen-
dation, 2 May 2001, http://www.w3.org/TR/
xmlschema-2/

§9

© Archives & Museum Informatics, 2002 83



Today’s Authoring Tools for Tomorrow’s
Semantic Web

Andy Dingley, Codesmiths, Bristol and Paul Shabajee,
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Abstract

This paper reports on the development of a prototype authoring tool developed as part of on-going research around
the needs of the ARKive project. The project holds text, rich-media and descriptions of factual statements about bio-
diversity and conservation information.A key user community is that of school age children, requiring the mark-up of
educational metadata in open standards such as IEEE LOM.A previous paper by the authors reported on the publishing
architecture for this project. This publishing architecture is intended to serve a range of audiences (ages, language and
level of language skills). By storage of the content as discrete units, with extensive metadata describing each one, units
may be retrieved and served to the audience as appropriate. Future developments may extend this to support ad hoc
queries, not just rigidiy pre-defined standard pages.

Authoring development has shown that a simple and pragmatic tool based on Microsoft Word may still address
advanced technologies such as RDF, DAML and the future of the Semantic Web. Careful design has separated the
process of describing a museum’s exhibits, and the problem domain of the museum'’s area of interest. This gives two
advantages. First,most of the effort now supports a generic on-line museum that may be re-targeted from bio-diversity
to any other topic. Secondly, solving the problem domain by ontological descriptions, not rigid program code, gives the
ability to easily reference pre-existing or external vocabularies.This improves the flexibility of solving the initial problem,
allows the same code to be re-used on other projects, and assists publishing into other metadata formats

Keywords: Semantic Web; RDF; PAML; Metadata; Dublin Core; Knowledge Representation; Biodiversity Information; ARKive
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The ARKive Project

ARKive (www.arkive.org) is a Wildscreen
Trust (www.wildscreen.org) initiative to build a
Web-based multimedia digital archive of the world’s
endangered animals and plant species.The project
brings together thousands of films, videos, sounds
and photographs of threatened and recently ex-
tinct species. Hewlett Packard Laboratories (http:/
fwww.hpl.hp.com/arkive/) are supporting ARKive by
funding a research team to develop the technical
infrastructure, including the content management
software.

The effective and efficient educational use of these
materials is fundamental to the aims of the project.
A previous paper (Dingley and Shabajee, 2001) de-
scribed a publishing architecture to offer content
tailored to the dynamic needs of multiple educa-
tional user groups. This paper describes the on-
going development of a prototype-authoring tool
to provide content to support this.

Museums and the \gep 2002: Proceedings

This paper reports on the development of a proto-
type-authoring tool developed as part of on-going
research around the needs of the ARKive type
projects by the authors.The work reported here is
taking place independently of, and in parallel with,
the development of the ARKive project by the
Wildscreen Trust.

Project Teams

ARKive and similar projects incorporate many
groups, each with its own agenda for the content
authoring problems.The film-makers have little in-
terest in authoring, but need shot-logging of the
existing film library items (the process of describ-
ing scenes and shots on a piece of film and the ob-
jects they depict, often to extreme detail). Educa-
tors are interested in editing multiple copies of the
same content, re-written for different audiences (lan-
guage, content target age, language skills). Scientists
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require statements of complex facts in a way that is
machine-accessible to allow comparison between
species, and that may be published to other sites.
The Semantic Web (Berners-Lee, 1998) research-
ers were interested in the techniques, more than
the content.

The Publishing Architecture

The core of the prototype publishing architecture
is that of dynamically assembling the publication
from a large set of content units, each identified by
detailed metadata. Some content units contain
knowledge of different topics; others are the same
material re-formatted for a different audience.

Content units

A content unit may contain different media types:
plain text,machine-processable expressions of facts,
images, video, as examples, although this list is de-
liberately open-ended for any new formats.All con-
tent units appear identical to the data store; they
are stores of opaque content, with an associated
transparent set of metadata. This metadata describes
the application content (“this is a lion”, “feeding
behavior is shown”), the technical format (“this is a
QuickTime video”), and a great deal of additional
description (“the narration is in English”,"the scene
of the wildebeest being eaten is not suitable for 7-
year -olds”,“the copyright owner is...”). For many
text units, the metadata is several times the size of
the content itself — this is by deliberate design,and
in any case, all space concerns are dwarfed by the
video.

The scope of a content unit may be variable. In the
simplest case, for ARKive, each unit contains a“spe-
cies page”; a complete description of one species
for one audience.This is equivalent to the current
Web site; a traditional database-backed collection
of static pages.The next stage is to provide content
units for each section of the page (appearance, habi-
tat, distribution etc.) and to duplicate these units
for each audience and language combination. Pro-
ducing a page is now a filtering operation; the rel-
evant set of units is retrieved for that species and
then filtered to choose the most appropriate unit
of each set for the target audience.The set of units
may itself be filtered: a general interest audience
might not receive some detailed scientific content,

a limited browser device might have images but not
video, and young children might be spared some
carnivorous images. Overall ratings e.g. PICS (http:/
Iwww.w3.0org/PICS/) or IEEE LOM (IEEE LTSC,
2001) may be aggregated from those stored on each
content unit.

Authoring and Storage

Content units are authored as part of a species-
specific document, as this is the way the research-
ers and authors work.The species documents pro-
duced by the authoring tool reflect this scope. Each
contains a simple header of workflow information,
and then a list of content units.There is no implied
structure of these units; they do not need to follow
the paragraphs or section headings in the antici-
pated published species page.

“Research notes” may be stored at the level of the
species document, or at each content unit. These
are very simple free-text notes, intended for the
author’s guidance, and are never published. Our
authoring workflow must cope with multi-author
authoring, typically where a species expert may write
a terse scientific description which a content au-
thor then re-writes or extends for a target audi-
ence.Writing appropriately for younger audiences,
or translation, are expected use cases of this.

Content units are to be stored in a large RDF data
store.The development of such stores is an area of
current research, and so for pragmatic reasons we
have deferred its implementation. In the future, each
new species loaded will become part (although still
identifiable) of this greater whole. At present we
keep each species document as a separate XML
file.

The future of ARKive may move away from this
dependency on the species pages. Content might
also be published as a habitat description (authored
for one species, and then made available to all that
share that habitat),a description of rare or endan-
gered geology, or a cross-species description of
British woodland carnivores.

Factoids

Early work in Web knowledge bases expressed de-
scriptions of knowledge in a human readable for-

a1
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mat.The next step was to publish this knowledge in
a way that made it machine accessible.This may be
termed the “bottom up” approach (Motta,
Buckingham Shum & Domingue,2000).The contrary
“top down” approach first produces a sufficiently
expressive data model to meet the consumer’s
needs, distributes this by manual or automatic
means, and then describes the content so as to meet
the data model. As interested parties can now ei-
ther use these shared standards, or at least trans-
form their own representations in and out of it,
this can form the basis of a Semantic Web. Dublin
Core (http://purl.org/dc) is an example of this ap-
proach.Although sometimes dismissed as a“mere”
lowest common denominator, widespread Dublin
Core would still represent a considerable advance
over most current practice.

Real progress in more intelligent ARKive type sites
also requires what we have termed “factoids”, an
internal expression of an external fact. Although
common standards for exchanging data can improve
interoperability, a site that wishes to use this infor-
mation to drive searches must also have some level
of understanding about its meaning — an ontology
(see below).

In the case of ARKive, the data model represents
its knowledge as a large set of content units, which
may each contain factoids. Factoids may be seen as
workflow units, allowing their source, completion
and validation status to be tracked. They may also
refer to a property whose meaning is defined in an
ontology (see below). This meaning may only need
to be opaque, but distinctly identifiable, i.e. it is still
useful to recognize properties that are meaningful
to compare, even if there is no machine understand-
ing of their meaning. Our experience is that a
factoid-based solution has these advantages over a
text-based solution:

* Searching and general machine processing.There’s
a limit to what is possible with simple free-text
searching, and any knowledge base as interesting
as ARKive is far beyond this.

* Reification (making statements about statements),
which offers the opportunity for validation and
maintenance.

* Keeping track of where facts are referred to from
other texts or media; e.g. species information or
narration for a piece of video.

Content units contain factoids.A factoid is ARKive's
expression of a fact, which is an externally pre-ex-
isting component of knowledge. A factoid will make
reference to an ontology, and to be useful to the
world outside our project, this ontology must be
expressed in a communicable format, such as
DAML+OIL (http://www.daml.org/).

Ontologies

An ontology is a formalized description of classes
(things) and their related properties (statements
which may be made about these things). The sim-
plest level of processing merely identifies these prop-
erties, so that related properties may be automati-
cally recognized as comparable.Apples and oranges
both have a comparable property for “country of
origin”, but “number of segments” only applies to
one. More sophisticated reasoning may allow
inferencing that oranges and lemons are both citrus
fruit,and so lemons may also have this property.

Use of Ontologies

The prototype uses DAML+OIL to represent its
ontologies.They are used in two places. One rep-
resents the content unit and factoid structure.The
other (of which there may be multiple instances)
represents the external and publishable definitions
of facts used by the factoids.

Content Store

The structural ontology for the content units is
primarily a data-modeling exercise and would be
familiar to any software developer with a back-
ground in object orientation or relational databases.

Descriptive Yocabularies

The descriptive vocabularies are simple in struc-
ture and mainly contain vocabulary lists.Vocabulary
items may themselves have structure; an identifier
unique within that vocabulary,a title (which may be
repeated in other languages) and an optional de-
scription of their appropriate meaning.
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Some of these vocabularies (target audience, target
language, rich media format) are likely to be cre-
ated and controlled by ARKive.They may also con-
tain representations of each item in other well-
known vocabularies; i.e. some of the ARKive audi-
ences also contain their equivalents in IEEE LOM.
By presenting the authors with a choice from a single
short and familiar list of target audiences, kept within
the control of the project, they avoid having to make
decisions about target ages based on a foreign
country’s school system.

The authoring tool loads vocabularies dynamically.
Afile directory is searched at start-up,and all those
found therein are loaded. Authors may then select
any of these to describe each factoid.

The Flying Bat Problem

There is a third use for ontologies within ARKive
type systems: inferencing.

Searching ARKive for all the flying vertebrates should
return both birds and bats. In simple implementa-
tions, this is likely to fail. Bats will be returned, be-
cause their flying behavior is unusual for a mammal
and so is explicitly stated. For birds, flying is too
trivial to describe and so it will probably never have
been expressed in a machine searchable form.Even
if birds’ flight were to be stated for all birds, this
would represent an enormous expansion of data
volume and authoring work.

A common solution to this is to list a long string of
unstructured keywords, hoping that they include all
such concepts. The problem then is that although
this improves the situation slightly, by offering a low-
cost means of stating the trivial facts, it is so vague,
unmanageable and restricted as to be near-useless.
An obvious example is that of penguins. Such a
simple list can express set membership, but not set
exclusion. Stating “doesn’t fly” for penguins, then
querying with a simple text search will now return
the flying vertebrates as being bats and penguins,
but will still exclude eagles.

The power of an ontology is that it allows auto-
matic inferencing to solve this. It is possible to state
simultaneously that “birds fly”, “penguins don’t fly”
and “mammals don’t fly”,and for a suitable reasoner
to then determine correctly that “bats and birds
other than penguins can fly”, based on this ontol-

ogy and an authored statement describing bats, the
exception. In a sufficiently large knowledge domain,
this ability to generalize and infer is essential, if the
authoring requirement is not to be impossible.

Inferencing may also require an audience-related
qualification.A search for “large fish” should exclude
whales and dolphins, being marine mammals, but
should this still be true for a 6-year-old Captain
Ahab who is unaware of the distinction? This topic
of ultimate accuracy over understanding is one of
ongoing debate with our educational experts, al-
though the technical team is still keen to represent
it, as a technology demonstrator.

Ontology Tools

Ontology authoring is complex, and assisted edit-
ing tools exist for it. We evaluated both Protégé
(http://protege.standford.edu) and OilEd (http:/
www.ontoknowledg.org/oil). Sadly, the standards for
our chosen ontology description language
(DAML+OIL) are changing in advance of the tool
support,and so we found that reverting to a simple
text or XML editor was necessary to use all of its
features.

Protégé and OilEd have been developed by groups
from different communities. Protégé’s roots are in
object and database modeling. It is easy to use for
ontologies (like our content store) that approxi-
mate this class of problem. OilEd arises from the
knowledge representation and reasoning field. We
found it harder to use for the simpler ontologies,
but more appropriate for the inferencing problems.

Nominals

An early prototype of the content and fact store
was built.To avoid digression when species experts
quibbled over our scientific data, rather than our
techniques for storing it, we avoided biological data
for real species and chose to describe Pokémon
instead. The complete dataset is also conveniently
available. This turned out to be quite a different
problem from describing our real-world species,
much simpler, yet illuminating.

A “hard” problem in knowledge representation is
that of nominals. These are sets of values that are
somewhere between the ontology and the instance
data. An ontology might have a formalized repre-
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sentation of “fish” and “fowls” as distinct classes,
and of color as a property, but it does not describe
a set of “blue birds” or“silver fish”. In many instances
though, it is necessary to reason about these sets just
as if they were described as classes in the ontology.

For Pokémon, there were no nominals. All of the
descriptive properties that were required,and would
ever be required, were clear to us from the outset.
The Pokémon ontology could thus describe all of
the necessary classes itself. For our real-world data,
we continually encountered emergent properties:
ways of structuring the data that were not appar-
ent until authoring its content itself. Some antelope
have a style of movement called “pronking” (trot-
ting with all four feet moving together). Describing
one antelope that pronks is simple (text will suf-
fice), but a second pronking antelope should use a
categorization factoid for its movement that is iden-
tical (not just a matching word in free-text), even
though this term does not appear in the vocabulary.

Interoperability

Interoperability with other sites turns out to be
relatively simple, compared with the complexity of
our own internal authoring process. Our embed-
ded metadata publishing used Dublin Core and ex-
tensive use of its qualifier mechanism.Where suit-
able established standards existed (e.g. IEEE LOM)
we stored their equivalent terms within our own
vocabulary lists, then published the well-known term
in preference to our internal identifier.

For the publication of metadata from a Web site, a
small amount of knowledge and effort can soon
bring a site to a level in advance of likely practice
for the near future. Existing good practices such as
publishing stable URL’s, avoiding meaningless iden-
tifiers in URL, etc., are still as valuable as they are
for static sites.

Implementation

What we didn’t do

Flat Text

Although ARKive intends to serve content in many
final forms, most of them are heavily textual. The
existing database-backed site simply holds a copy

of the HTML code for each page, but in a SQL data-
base. This is not using the power of the database as
anything other than a content management system.

Issues of data accuracy were not a major drawback
to flat text. Although simple typing errors are an
obvious problem, the real problems are caused by
subtle semantic errors, not simple syntax (e.g. is-
sues related to interindexer consistancy as de-
scribed in Markey 1984).This is particularly the case
for judgment calls during video shot-logging: one
person’s notion of a “long shot” may be another’s
“close-up”

A major factor against the use of plain text was the
development effort it would still require. It was al-
ways accepted that the major effort would need to
be in supporting the authoring effort of selecting
appropriate terms from large controlled vocabu-
laries, particularly those for systematics and spe-
cies taxonomy (Biosis 2002). These would always
require authoring tools, no matter what the final
format,and so the savings owing to a simplified for-
mat became proportionately less.

As may be seen later, the path we did choose fits in
well with the integration of large amounts of pre-
existing flat text. The existing ARKive site already
contains data and text on > 100 species, and a legacy
integration path had always been required.The main
issue with importing legacy data turned out to be
that of data quality, particularly in mapping informal
taxonomic labeling onto a more rigidly structured
vocabulary.

The DTD approach

In this scenario, a purely XML approach would have
been taken.An initial DTD or XML Schema would
have been produced, describing the data model used
to represent the content.

Within this scenario, there are two possibilities: one
based on a DTD and one on a Schema. Even though
XML Schema is now a long-established standard, it
is still ignored by the majority of DTD-based
authoring tools. XML Schema was an attractive ba-
sis to build the future of the project around, re-
membering that this is still early days for a hope-
fully long-term archive, but obsolescent DTD’s were
certainly not.
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Existing XML authoring tools were considered, but
rejected for their dependencies on DTD’s. This ap-
proach would probably have been the quickest from
the viewpoint of development time and just-suffi-
cient integration.

Custom Code

Writing our own authoring tools from scratch, prob-
ably in Java, would have been the most flexible. This
could have used the many pre-existing XML tools,
including RDF parsers such as ARP (Carroll, 2001).
Java would, however, have required more effort to
build an editor, slightly more complexity for deploy-
ment ,and, most importantly, it would have been an
unfamiliar editor for the authors. There was also a
scheduling problem, in that it would not have been
available for authoring, however simple, until almost
all of it was completed.

Platform

The chosen platform was that of Microsoft Word
and its Visual Basic for Applications programming
language, with the Microsoft Windows XML com-
ponent. This offered a reasonably competent cod-
ing language, no need to code a text editor, and
(most importantly) immediate familiarity for the
content authors. None of Word’s built-in HTML or
XML features was used, as Word’s view of appro-
priate XML use is not quite the same as that of
other workers in the field. There are no pre-exist-
ing RDF tools accessible from this platform.

The code,and its integration with the editor, is very
simple. Normally the author sees only a standard
version of Word, with a template containing cus-
tom styles. To insert specific items (new blocks of
content, links to rich media, machine-processable
facts) a toolbar button is pressed, a dialog allows
appropriate values to be browsed, and a block of
Word-formatted text is then inserted.Word’s styles
are used to identify properties within the data
model.To export the completed document,a macro
then walks through the Word document, translat-
ing each paragraph and appending it to the XML
DOM component, then finally saving the resultant
XML.

An advantage of this approach is for project sched-
uling, always a problem for software development.

Itis very simple to generate simple documents, thus
allowing early testing by users. Most of the devel-
opment complexity and effort goes into adding the
more sophisticated features, which may grow in-
crementally as they are coded.

The exported document is in RDF, serialized as
simple XML. Experience with the video shot-logging
sub-project showed that RDF is transformable by
XSLT, although this is a painful process! An RDF
data model representing the same content may be
serialized to a number of valid XML representa-
tions, yet XML tools (Schema or XSL) have no con-
ception that these are equivalent. Although work-
able XSL stylesheets may be coded, their reliability
depends on their author having manually foreseen
and coded for every valid variation in the repre-
sentation of RDF.This complexity echoes the expe-
rience of other groups (Cawsey, 2000). In an early
and optimistic phase of the project, it was thought
that automatic tools could be developed to pro-
duce these tools in turn.This proved not to be the
case.

Why XML is a given

One issue that did not arise as a point for discus-
sion was that of using XML. It now seems that XML
is the sine qua non of such applications, with no
obvious competition. This was interesting, as the
team also included at least one person with a back-
ground in SGML.

The main reason for choosing XML, particularly over
SGML, is related to the availability of tools, rather
than the qualities of the format itself. A consistent
DOM is available for XML, from several environ-
ments.Although true code portability is still some-
thing of a pipe dream, this allows the Java developer
community to at least hold a conversation with the
Word developers.

We chose to represent the authored content with
RDF, primarily because this is the technical team’s
core research interest, but it is also a useful format.
RDF tools are still immature and offer little imme-
diate advantage, but by careful design (primarily
control of the serialization into XML) it is possible
to treat RDF as if it were simply XML. If using RDF
had any major costs associated with it,i.e. the simple
XML / XSLT approach would have suffered, then
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we would have chosen not to use it. Creation of
RDF is a simple matter, even with a purely XML
toolset, but importing valid RDF from other sources
is not a practical proposition without either a genu-
ine RDF parser, or by imposing additional constraints
on how the RDF is represented in XML.

Software Availability

The authoring software developed as part of this
project has been open-sourced and made available
(http://www.xcml.org/docbadger’).

Observations on External Standards

Vocabularies

Few of the vocabularies and thesauri we needed
were available in any formal notation. Those that
were are mainly the educational vocabularies, e.g.
LOM.

Several of the subject-specific vocabularies, particu-
larly for animal taxonomy, conservation status (http:/
Iwww.weme.org) etc. were available in text form,
with good provenance and stability. Various Web-
scraping scripts were able to transform these into
RDF or DAML documents. Other projects, such as
Tim Berners-Lee’s Semantic Web Road map (1998,
htep://www.w3.org/Designlssues/Semantic.html)
have taken a similar approach.

Property Sets

There is still no common adoption of property sets,
for many common tasks. Dublin Core is an obvious
solution to many of these, but there is scope for
much improvement here.A surprising omission was
bibliographic references, surely both a commonplace
and easily formalized task. The de facto standard
BibTex (http://www.isi.edu/webscripter/
bibtex.o.daml) is still focused on solving the typo-
graphical problem of producing one’s own papers,
not the interoperability problem of sharing with
others.While some groups wrestle with fundamen-
tally difficult problems, a great advance towards a
Semantic Web could be made just by wider adop-
tion of the simplest steps.

Conclusions

*» It is possible to develop useful authoring tools
today, for full exploitation by tomorrow’s Seman-

tic Web. This is so, even if the extra information
and structure captured today will not be exploited
for some time to come.

Despite its complexity, this solution remained
independent of the ARKive problem domain.The
generalized editing tool and description structure
could be applied to the context of any museum
or knowledge collection.

Ontology tools are already useful for three as-
pects: structure of the content being created, for
a thesaurus of descriptive terms, and for reason-
ing to infer knowledge about each item from a
generalized description of the whole domain.
These techniques are still far from mature, and
the two areas aren’t joining up yet.

Pokémon aren’t Gannets. Building a solution for
gannets, which are not fully described before be-
ginning to develop the solution, involves a com-
plex issue, that of nominals.

Issues of identifying and describing items consis-
tently are significant. This will require either huge
effort on maintaining consistency during authoring,
or search and access tools that can resolve these
gray matches and support validation and quality
assurance tasks as part of an overall authoring
workflow.
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Virtual Museum: Accessibility to Museums on the Web
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Abstract

People with disabilities are slowly finding their way on to the Web, up the virtual ramp, as it were.The ramp that is
being built is proving popular among many users beyond the community for whom it was first requested. Good
practice has ramps integrated into the design of buildings and Web sites from the start, and everyone can feel equally
welcome and share in the experiences provided beyond the ramp.The same practices can be adopted on theWeb, but
often the question is what the best virtual experience that will provide for all inclusively is.The authors argue a range
of forms and modalities of resources should be provided to ensure accessibility and richness for all users.

Keywords: Disabilities, Good Practice: Accessibility: YW3C Standards; Equivalent Experience; Cognitive Equivalence

Introduction

After a number of years, the communities of people
with disabilities are slowly finding their way on to
the Web, up the virtual ramp, as it were.The ramp
that is being used is, as in many other contexts,
popular among many users beyond the community
for whom it was first requested. Good practice has
ramps integrated into the design of institutions from
the start, and everyone can feel equally welcome
and share in the experiences provided beyond the
ramp.

The authors have been working with a community
responsible for a‘museum’ that covers several hun-
dred square miles. It contains a collection of 100,000
Quinkan Aboriginal cave paintings and is located in
the far north of Queensland in Australia. In this
context, the idea of an equivalent experience for
those who visit on the Web is of paramount inter-
est. In fact, almost everyone who visits and experi-
ences Quinkan culture and artifacts will be doing
so via the Web. AImost all of the ‘museum’ is inac-
cessible (the nearest city is 250 miles away) for one
reason or another. Currently, work is being under-
taken to develop an interpretive centre for this
museum and the on-line component of that is of
interest here. (See the Queensland Heritage Trails
Web site, http://www.heritagetrails.qld.gov.au/
fs_quinkan.html)

Virtual tours of Quinkan country will be designed
to attract visitors to the real thing, but only a small
proportion of visitors will make the journey. The
virtual tour will provide the first level of equiva-
lence; the virtual experience for those who cannot
have the real experience.The second level of equiva-
lence comes in when the first experience is trans-
formed for the benefit of those who, for whatever
reason, do not get access to the first level.

‘Equivalence’ in the accessibility context means that
a user who avoids one presentation of a resource,
for one reason or another, can choose an alterna-
tive resource to gain an‘equivalent’ experience. Itis
an open question what is equivalent to the range of
resources and activities being developed for what is
seen as a museum’s target audience.So questions
for consideration when developing virtual exhibi-
tions of the Quinkan Rock Art include;

* What is equivalent to being shown a 36,000 year
old cave painting by an elder of a community that
has lived in the region for tens of thousands of
years? and

* What is the equivalent of the experience for those
who either cannot see, or cannot hear the pri-
mary virtual experience!
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For a starting point, the authors present a brief
overview of the technology available for accessi-
bility. Then they explore some different approaches
to providing access, through the perspective of IMS
(hetp://www.imsproject.org/). They further develop
these ideas with particular reference to their simi-
larity with current museum practice, and consider
the implications for accessibility. Finally they rec-
ommend that museum exhibitors and authors, de-
veloping interactive or electronic resources, include
planning for accessibility as part of their initial de-
sign process.

The Technology of Access

The ramp in the online context is what is defined
as universally accessible Web content, according to
the W3C Web Content Accessibility Guidelines
(http://www.w3.org/WAI/). An effective ramp ex-
ists, according to the W3C Web Content Accessi-
bility Initiative working groups’ recommendations,
when Web content is equally available to all acces-
sibility-standards-compliant devices, whether they
are GUI browsers, have mouseless interfaces, or
are Braille devices.The guidelines relate to content,
authoring tools and access devices and agents.

In the case of a virtual museum, or the online pub-
lication and interactions of a museum, such ramps
are now required by law in many countries. Cur-
rently there is work going on to implement the ac-
cessibility requirements but some of this work is
not merely technical, and this is especially of inter-
est in the museum context. Generally, the familiar
question that is now well-integrated into thinking
in the physical world,“How can experiences be pro-
vided by museums in ways that provide equal satis-
faction for all” is extended to ask,"How can virtual
experiences be provided by museums in ways that
cater for all needs, including for those who could
never enter a physical museum?”

W3C’s Web Content Accessibility Guidelines, de-
rived from consultation and consensus among the
many and varied disabilities communities, and con-
tent and technology developers, call for the provi-
sion of equivalent alternative resources and activi-
ties for those who cannot use the initial presenta-
tion, be it an interactive multimedia object,a video,
or just a picture. In this paper, we start to formulate
ways of thinking about what this may mean for the
design of online experiences.

A video file can have multiple tracks, each catering
for modalities that suit different needs. Sometimes
such a composite object can be constructed as a
unit, with software that handles all the modalities,
and on other occasions it needs to be formed by
the close association of the sub-objects. It can even
be a combination of sub-elements from different
sources, as happens when, post-publication of the
primary objects, someone else publishes an alter-
native transformed version, say a caption file that
relates to the original resource. Integration of all
these files, including the capability to vary the speed
with which interactions happen, can be organized
by a single integrating language. SMIL (pronounced
‘smile’ and meaning Synchronised Multimedia Inte-
gration Language), (http://www.w3.org/SMIL)) is the
recommended XML (http://www.w3.org/XML/) lan-
guage that can perform this function (http://
www.w3.org/AudioVideo/).

Composite objects can be combined in the usual
way as Web pages before being published to the
Web . In fact, in new work on theories of how au-
thors can learn to create VWeb resources, the au-
thors have worked with the metaphor of a news-
paper.The Web author, according to this theory, is
encouraged to develop atomicWeb content, aggre-
gate it as accessible composite objects, and then to
lay them out on a Web page, to create the Web
resource.

An important technology that has made this an
appropriate practice is the development of Cascad-
ing StyleSheets (http://www.w3.org/Style/CSS/).
Using these, and separating the content from its
layout is the first step.The content, apart from be-
ing composed of objects that are themselves ac-
cessible (because they consist of a range of sub-
objects that themselves cater for a range of needs),
needs to be carefully classified or structured. HTML
(now deprecated in favor of XHTML) and other
XML markup languages can be used to tag objects
within the resource so that navigation elements,
headings, sub-headings, addresses, etc can be easily
picked up by access devices and presented in ways
that make them easily identifiable, as they are for
those of us who can see them on a web page. CSS
is then used to format these objects in ways that
make them most useable according to the particu-
lar access device being employed. The style sheets
‘cascade’ in order to allow for a set of them, includ-
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ing a user preferred one, and it is possible for the
user to change the layout or presentation by chang-
ing the style sheet. In other words, while a GUI
device such as a standard browser might use a style
sheet that has tags describing how the text,images,
links should appear on a screen, a screen-reading
device may override the given style sheet and use
one that applies different voices as it reads out the
differently structured objects.

With the developments made possible by XML, style
sheets can themselves be transformed, not just al-
ternated, and there is considerable scope for good
devices to make objects and thus resources much
more meaningful and useable according to the needs
and devices of the user. It is in this context that the
authors have been working on their newspaper
metaphor for developing accessible resources.

Like a modern museum, the Web is not a static ex-
perience of receiving information, but an interac-
tive dynamic space for exploration.Work on ensur-
ing the accessibility of new Web technologies such
as Scalable Vector Graphics (http://www.w3.org/
SVG/),a way of presenting dynamic animated graphic
material in textual form so it can be rendered as
images or text, SMIL (as mentioned above) and new
interactive building blocks for the Web, is critical
for the provision of accessibility. This work forms
the base for the virtual ramps.

Where multiple transformations of the same re-
source are authored by the resource creator, and
available to users regardless of their special needs,
or access abilities, the creator of the resources is
able to communicate directly with the user. Psy-
chologically, as with the ramp into the building, the
user has the sense of inclusion and an equal oppor-
tunity to participate. The technologies mentioned
so far can be used to make available, in appropriate
formats and modalities, what has been selected and
created by the original resource creator.The point
here is that it is not a matter of a creator produc-
ing one resource and leaving it to technicians to
make alternatives for those with special needs, but
rather a situation where the original creator should
be encouraged to think ab initio of all the different
formats and modalities and consider their design
part of the main design process.

Direct and Compatible Access

There are two major forms of physical access to
online resources (http://www.imsproject.org/acces-
sibility/index.html)

“A“directly accessible” product is designed
so that a person with a disability can oper-
ate all on-screen controls and access the
content without relying on the aid of an AT
[assistive technology]. For example, to be
accessible to users with low-vision, directly
accessible applications, software, or Web
sites offer features to enlarge all controls
and on-screen text and are designed with
high contrast colors or provide features that
allow users to choose appropriate colors.
To be accessible to blind users, a directly
accessible product should have a keyboard
interface with audio output.”

A directly accessible Web resource, with a suitable
keyboard interface will provide access for many
users who are blind, those with physical disabilities
and many others who have a temporary disability.
Audio output that announces the presence and sta-
tus of on-screen controls and conveys the atmo-
sphere of the application, software, or Web site as-
sists those with vision disabilities but also the illit-
erate and the foreign language speakers. A single
key method for scanning through choices in the
application or software provides access for users
dependent on a single switch for input or who are
busy using their hands for some other purpose (e.g.
knitting or driving).

A “compatibly accessible” application, software, or
Web site is designed with AT in mind. This level of
access assumes the user has a preferred AT pack-
age installed and is relatively competent and com-
fortable with it. A compatibly accessible product is
designed with “hooks” to facilitate ease of use with
a screen reader, screen magnifier, or alternative in-
put devices such as adapted keyboards or single
switches. These hooks can be implemented by de-
velopers .“... Exposing the system cursor, using stan-
dard controls and fonts, and following the operat-
ing system’s human interface guidelines can help
make a product compatibly accessible.”
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Direct and compatible access offers different ad-
vantages to different stakeholders in the Web con-
text.

Directly accessible on-line resources have as ad-
vantages:

* no requirement for expensive assistive technolo-
gies, cutting costs

* reduction of technical complexity

* the opportunity for users to operate any com-
puters anywhere

* direct and designed communication between the
creative author and the user, not an AT acting as
intermediary, and

* single resources that are suitable for a range of
special needs (one size fits all).

Compatibly accessible on-line resources offer:

* consistency of operation across different activi-
ties for the user

* lower content development costs

* system-based functionality e.g.an AT package pro-
vides text-to-speech capability

* possibly the only access means for some users
e.g. Braille, and a single set of programming tech-
niques to be used by the developer for all ATs.

Directly compatible resources allow all users to
engage with them ‘equally’ in the same sense as the
ramp into the museum building gives access to all.
The experience may be different, because the abil-
ity to participate may be different, but everyone has
the opportunity to participate in the same activity.

The National Center for Accessible Media (http://
ncam.wgbh.org/) has developed a DVD that shows
how this can be done with interactive materials that
have been made directly accessible for people with
a range of disabilities.

Direct access is available when users are provided
with transformations of content that suit their ac-
cess devices.

Imagine an interactive multimedia product that of-
fers a virtual tour of a small area containing some
significant rock art paintings in northern Australia.
Such a multimedia product would probably con-

tain, in various combinations, text, images, anima-
tions, video, sound files,and interactive applications.

Blind persons will not be able to see either the
images or the controls to interact with the re-
sources.They will need keyboard replacements for
the mouse, for text that describes all images and
imagery, and Braille or voice transformations of all
text, captions to accompany sound files where these
are initially accompanied by images or text, and so
on. Deaf persons will be grateful for images and
video but possibly not find text easy to read, and
may need signing, and this may need to be in their
language (e.g. US, or UK standards).A person with
cognitive disabilities may need more literal text than
others who are not confused by metaphoric repre-
sentations. Braille readers may need extra time in
which to make choices because their transforma-
tions are delivered more slowly.And so on.

All of these requirements can be accommodated
simultaneously by the creation of composite ob-
jects from which the user can choose those re-
quired.

An example of a situation when direct access might
not be preferred over compatible access is when
users of a speech interface are required to learn to
use the speech interface associated with the re-
source instead of being able to rely on their own,
and operate with familiar, but compatible access.
For blind people who are using a computer every
day, it is important to have access to a number of
different kinds of software: e-mail, word processing,
Web browsing, system tasks,and so on.To deal with
this, various systems are available to provide some-
thing like an “audio desktop”, as familiar to its
users as other people are with a visual desktop
metaphor of windows placed like overlapping pieces
of paper on the screen. For such blind users, it is an
interference (sometimes quite literally, stopping their
everyday software from working) to have to learn
a specially designed system for a unique task when
they are used to similar tasks using a familiar inter-
face.

If multiple modalities are available to increase the
range of opportunities for direct access, four classes
of users may benefit although they would not nor-
mally have sought such alternatives. These include
users who:
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* do not know of their ‘disabilities’

* do not consider them worthy of concern

* do not know what to do about them or

* do not know how to, or cannot afford to get
assistance.

In addition, as has been noted above, it is not al-
ways possible to provide directly accessible trans-
formations of all content so that all users may par-
ticipate directly.

Ifa range of resource sub-elements has been devel-
oped, so that the users are free to choose among
them, in many cases a user with a compatible de-
vice will choose to use that in combination with a
directly accessible sub-element. In other words, di-
rect access is compatible with compatible access as
well-designed direct access sub-elements can be
selected by all users, including those who may need
to use ATs.

Alternative and Equivalent Access

In practice, however, it may be quite difficult to pro-
vide all users with the same resource and achieve
the same outcomes. In this sense, it is not the tech-
nical difficulties associated with the task but rather
the potential to support, or destroy, the original
intention of the resource that may be in question.
The problem of what to provide for users is not
new: in the museum context it has been dealt with
extensively as the problem of how to design a good
exhibition. An expression often used to describe
the quality of good applications that make them
useful and learnable to the most users is “low thresh-
old and high ceiling”.This means that for users there
is a minimal entry level, in terms of technological
expertise and domain understanding, and yet the
same application can work well for a highly accom-
plished and knowledgeable person who has strong
technical skills.

In the virtual museum context, the question is what
will provide a virtual visitor with the richest expe-
rience, given that some visitors have special needs.
The solution may be one that offers all users an
equivalent experience, according to the modality in
which they participate. In other words, the provi-
sion of resources in multiple modalities may not be
sufficient to satisfy the original intention of the re-
source when the full range of users is taken into
account.

P
3

¥

Returning to the IMS definitions, (IMS, 2001) we
find:

When considering the accessibility of appli-
cations and software for learning, education,
and training, it is important to understand
the differences between two types of access:
equivalent and alternative.

Equivalent Access provides the learner with
the same learning activity but it is mediated
in a different modality. Providing a course
textbook in Braille format, on audio tape, or
in digital format are examples of equivalent
accessibility.Alternative Access provides the
learner with a different learning activity but
one that is designed to achieve the same
learning objectives. An example of alterna-
tive accessibility might be having a mobility-
impaired student conduct science experi-
ments in a virtual laboratory, where the same
levels of dexterity, strength, and physical ac-
cess are not required as in a physical labora-
tory.

What is impressive, and often makes the produc-
tion of alternative activity worthwhile, is that what
was primarily considered as an alternative for people
with disabilities, like the ramp, becomes an attrac-
tion for an unanticipated community of people. A
simple example is provided by the “virtual micro-
scope”,developed by the Open University, UK (IMS,
2001) for disabled students but subsequently used
by all students because of its ability to achieve key
learning objectives more fully than the original ex-
ercise involving a real microscope.

It is the cognitive aspect of accessibility that is un-
der consideration here. If the virtual museum ex-
perience is designed to replace or be an alternative
to a ‘real’ experience, it will be designed, presum-
ably, to achieve the same effect in the participant’s
mind. What is not clear, and not answerable, is
whether the alternative experience is to provide
equal access to the real experience or simply to
the virtual experience. Either way, and this will de-
pend upon the circumstances, this will not be easily
solved.
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Cognitive Equivalence

Many years ago, the authors both worked with com-
puter controlled robot ‘turtles’ - on screen and off.
For a substantial time, teachers saw the Logo ‘turtle’
as needing to be explained to children in the real
world (using a physical object) so they could make
sense of the virtual turtle - a triangle of pixels on
the screen. In fact, children had no trouble at all
identifying with the‘turtle’ triangle and also relating
to the physical (toy) turtle. There was nothing to
suggest that the children did not see these as two
separate objects,alternate,and in many ways equiva-
lent, or that they needed to relate to a real turtle in
order to be able to relate to a moving image. This
thinking led one author through a series of investi-
gations of screen experiences, ultimately conclud-
ing that there was nothing ‘virtual’ about screen
objects. In some cases, the virtual object had char-
acteristics that were not possible for a physical
object,and so could be used to discover ‘artificially’,
concepts that could not be accessed as easily in the
real world.

The most effective use of this artificiality seemed
to occur when the virtual or simulated object was
‘broken’ in significant respects. In the case of the
turtle, the screen version did not have to contend
with gravity, and could assert its position in co-or-
dinates. These two features alone made it a most
suitable object for programming in a gravity investi-
gation exercise. In the process of attributing gravity
to the world of the turtle, children were able to
discover important facts about gravity such as that
it exerted a constant downwards effect on objects,
and that this was not altered by the object’s hori-
zontal motion although it changed the path of the
object traveling horizontally.

There was ‘reality’ in the children’s minds of equal
significance, no matter that it was inspired by a real
(physical) or virtual (electronic) object.

If the aim of a museum exhibition is to provide visi-
tors with opportunities to use the exhibition to
learn, become more knowledgeable, or whatever
it's called, it seems that there is the potential for
alternative activities, particularly when supported
by computation, to achieve the same goal as the
physical exhibition. When considering what alter-
natives to make available for users with special needs
who are accessing a virtual exhibition, the author

has the task of deciding what is appropriate to
people who have access to only some modalities in
which resources can be provided.The authors con-
sider this similar to the familiar task of designing
for work with different materials in the real world,
and that including the range of modalities extends,
rather than alters, the designer’s work.

Creating Alternative Experiences

In the end, equivalence is something that is a mat-
ter of judgment.The perceptions of authors about
what they are trying to convey, and the perceptions
of readers (in the broad sense) of what the authors
were trying to convey,are not necessarily the same.
An equivalent or an alternative can be said to have
been a “good” one when readers who used differ-
ent alternatives come away with the same impres-
sions of what they are being shown.

This is a difficult but mostly soluble problem in a
training context where there are specific desired
outcomes and measurable descriptions of what the
reader should be able to demonstrate having ac-
complished. But in the more open-ended context
of an educational experience, or a museum experi-
ence, providing a resource that can be interpreted
in different ways is more complicated.

A “minimal equivalence” might be achieved if it is
possible for some primary message to be received
from any of the available alternatives. For example,
a short cartoon like the following might be per-
ceived as conveying the information that text with-
out illustrations does not communicate as well as
illustrated text. On the other hand, a “more com-
plete equivalence” could convey something more.
In fact, any selection of an alternative will convey a
style. Consider the difference between:

“Supplement text with non-text content.”
and
“Some people can’t read writing easily, so
add images, sounds, movies and so on to hel
g P
them understand your message.”

and

“This is a cartoon. On the left is a person
looking in confusion at a poster of text. On
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the right the text has had images added to
explain it, and “the light has dawned” - the
person now understands the poster.The left
hand panel has been crossed out indicating
it is not the right approach, and the right
hand panel has a tick indicating that it is a
good approach.”

and Figure 1.
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Figure I: a cartoon http:/lwww.w3.0rg/2001/
08/mmcmni34a.png

In the work associated with development of artifi-
cial environments for learning, the community of-
ten refers to such environments as ‘microworlds’.
One quality of good microworlds is that they sat-
isfy the rule above of having a low threshold but
nevertheless a high ceiling.As well, they provide rich
opportunities for a range of users without neces-
sarily being able to predict what users will bring to
their interaction with the microworld or gain from
it. Microworlds usually give control to the users,
allowing them to choose what to do in the envi-
ronment with the designer knowing that whatever
is done, it is very likely that something of value will
be gained.A physical equivalent of such a microworld
might be a sandpit with water for a child.

But one feature of microworlds is outstanding.While
they are recognizable for these qualities once de-
veloped, it is often not that they have been easy to
create, or even that their designers were able to
apply a clear set of design practices in order to
produce them. Many years of experience with
microworlds suggests they are somewhat like other
forms of art: not subject to prescription yet enor-
mously rewarding and valuable.The authors believe

this to be similar to the work of museum exhibi-
tion design, and feel confident that museums will
embrace accessibility and demonstrate their exper-
tise in a slightly more complex world with the usual
high standards of success.

Conclusion

Having considered the tools with which museums
might work to build the virtual ramp,and the grow-
ing demonstration of talent within museums to cre-
ate on-line resources of all kinds, the authors are
optimistic that the museum community will be able
to make a substantial contribution to the more gen-
eral effort to make the Web a rich, exciting and
educational environment for all.

A young Aboriginal man recently spoke of his ef-
forts to make sure the rock path he was building
up to a rock painting site was appropriate for the
site (Steffensen, 2000). We believe the ramps that
give access to virtual visits to the Quinkan Rock
Art of far north Australia can be just as inclusive
and rewarding.
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Abstract

A group of research projects based at HP-Labs Bristol, the University of Bristol and ARKive (a new large multimedia
database project focused on the world’s biodiversity based in the UK) are working to develop a flexible model for the
indexing of multimedia collections that allows users to ‘annotate’ content utilizing extensible controlled vocabularies.
As part of the educationally focused ARKive-ERA project,a series of models for user‘annotation’ have been developed.
The need for these types of user support and tools was identified while conducting pre-design user studies with
specialist user groups.The needs center around the limitations of current on-line museum and library systems that do
not provide support for users to annotate or ‘tag’ multimedia objects of relevance to their particular ‘community of
interest’ or with specialized indexing terms. Tagging would enable specialized resource discovery and knowledge
sharing with other members of their communities. One example is that of University Lecturers and Researchers
studying a particular type of animal behavior.They may wish to identify all relevant images or video of that particular
behavior and annotate them as good illustrations of aspects of that behavior. However, significant issues arise over, for
example, the validation of information, access control and the use of such annotations by the resource discovery tools.
The paper explores these and other issues and problems involved, and explains how the various models can help
provide solutions to key problems and thus meet the needs of a diverse range of ‘communities of interest’, thereby
adding significant value to on-line multimedia collections.

Key Words: community annotation, flexible publishing, semantic web, ontologies, collaboration
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The ARKive-ERA project is focused on investigating
how best to design the underlying technological
infrastructures to enable large multimedia database
systems to maximize the educational potential of
their multimedia assets, for users from very diverse
range of backgrounds and in a wide variety of con-
texts. The focus for the research has been the
ARKive project (http://www.wildscreen.org.uk/
arkive/), a large multimedia YVeb-based database
system under development, containing diverse data
related to endangered animal, plant and fungi spe-
cies and their habitats as well as more common
UK species.

ARKive is characteristic of many large digitization
projects; during its initial phase of development it
will contain data profiling some 2000 species and
their habitats. This will take the form of approxi-
mately 9,000 minutes of digitized video and 30,000
still images along with hours of audio, maps, textual
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information and other supporting media and edu-
cational materials. These assets are donated by a
diverse range of commercial and non-profit organi-
zations as well as by individuals.

Essentially ARKive is a ‘community project’ insofar
as it is part of and relies on a community of organi-
zations and individuals who have an interest in shar-
ing access to rich multimedia resources focused on
biodiversity.

ARKive type projects are designed to serve the
needs of their diverse potential users by providing
tools for individuals and communities of users to
‘annotate’ the content of the database so as to make
the content more valuable to others with similar
interests.

It is important to note that we define annotation as
metadata (see below) created after the creation of
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the content. It is this post hoc nature (**a note added
to anything written”, Oxford English Dictionary,
1998) that represents a considerable expansion of
its usefulness, as a means of adding value to con-
tent, because it now allows people other than the
original content author to add metadata descriptions.

The Challenge

As part of early work to identify the key require-
ments of ARKive and similar projects, it became clear
that the diverse range of potential users includes
school children and their teachers, media research-
ers, conservation scientists, customs officers, uni-
versity lecturers and students and the very many
people with personal rather than professional or
educational interests in wildlife, to name but a few.

Each of the groups listed above is itself diverse with
respect to the particular needs or desires of ARKive
or similar systems.

We conducted a small-scale interview survey with
University Lecturers about their likely uses and
needs of ARKive with respect to supporting their
teaching activities. As a result we identified that a
key need of this ‘group of users’ was to be able to
search for multimedia resources to ‘illustrate’ con-
cepts when presenting to and supporting their stu-
dents. Specific examples included infanticide, drug
induced behavior, life strategies of plants, inter-spe-
cific competition, identifying and classifying organ-
isms, tropic levels, echolocation, binocular vision,and
harvesting theory. Lecturers from different sub-do-
mains (e.g. behavioral biology and ecology) sug-
gested different terms.

This small example shows that even within sub-
groups of one relatively well-defined group of us-
ers the‘resource discovery needs’ alone were com-
plex. Indeed it quickly became clear that all of these
sub-groups or ‘communities of interest’ have their
own specialized vocabularies and concepts that they
would like the resources indexed under so as to
support their resource discovery needs.

Not only did they want to be able to search for
assets using specialist vocabularies, but they also
wanted ideally be able to find ‘good’ examples of
assets that illustrated a particular aspect of a par-
ticular concept.

These are not unreasonable requests as clearly it is
not practical to browse 9,000 minutes of video, or
even a small sub-set, in the hope of finding a good
example to illustrate aspects of, for example, ‘har-
vesting theory’. However for ARKive it is simply
not feasible to index every asset with the terms
relevant to all possible communities of interest.

The problems can be expressed more clearly by
using basic concepts from Information Retrieval (IR)
literature (e.g. Chowdhury 1999).

* Precision (number of relevant documents in
results divided by the number of retrieved ob-
jects)

Recall (number of retrieved documents divided
by the number of relevant objects in the collec-
tion)

» Specificity (level of detail of indexing of an ob-
ject i.e. how fine grained is the indexing)

» Exhaustivity (completeness of indexing of ob-
ject using available vocabulary)

If we use the example above, the University lec-
tures (not unreasonably) want to use their special-
ist vocabularies to search ARKive’s multimedia
archive and have high precision and recall from the
system based on those terms and queries con-
structed from them.

When actually doing the indexing, ARKive has to
balance the levels of specificity and exhaustiveness
of their indexing to make the task tractable within
the limits of available resources and time.

It is useful here to refer to some well-defined ‘spe-
cialist vocabularies’ to get some insight into the scale
of the challenge.

* The Biosys, Zoological Record http://www.biosis.
org.uk/products_services/zoorecord.html is in-
dexed using an extensive thesaurus of around
10,000 terms developed over more than 20 years.

* The GEneral Multilingual Environmental Thesau-
rus (GEMET) was developed by the European
Environment Agency (EEA) together with a co-
operation of international experts to serve the

106

102 © Archives &vMuseum Informatics, 2002



Museums and the Web 2002

needs of environmental information systems.
Analysis and evaluation work produced a core
terminology of 5,400 generalized environmental
terms and their definitions. (European Environ-
ment Agency, 2002)

* Medical Subject Headings (MeSH) http://
www.nlm.nih.gov/mesh/meshhome.html contain
more than 19,000 main headings. There are also
103,500 headings called Supplementary Concept
Records within a separate chemical thesaurus.

* The Art & Architecture Thesaurus (AAT - http://
www.getty.edu/research/tools/vocabulary/aat) is
maintained by the Getty Research Institute (see
http://www.getty.edu/gri/) and the thesaurus
keeps growing.The AAT contains about 120,000
terms covering objects, textual materials,images,
architecture and material culture from antiquity
to the present. (J. Paul Getty Trust, 2002)

* UK National Curriculum (for schools) Metadata
Schema contains some 2000 ‘subject keywords’
(Qualifications and Curriculum Authority, 2002)

While any particular collection of multimedia will
not necessarily contain objects which are appro-
priately indexed under many of the terms from each
and every available specialist vocabulary, it is none-
the-less possible that some terms from all of these
will be applicable to some objects.

These issues are relevant to many other types of
projects, not least those involved in the develop-
ment of cross-searching of multiple databases which
have been indexed using different indexing schemas
(e.g. Clark,2001). Much work is going on with re-
spect to providing ways of robustly mapping be-
tween different schemas.These issues are discussed
again below.

Indexing, Metadata, Interoperability
and Ontologies

It is beyond the scope of this paper to review the
extensive literature on the indexing and applica-
tions of ‘metadata’ (see below) to multimedia ob-
jects, the issues of interoperability and related tech-
nologies. See Gill and Miller (2002) for an overview
of the key issues with regard to‘digital cultural con-
tent’, and below for some examples of relevant

projects. However a brief overview is necessary and
useful in providing additional background to the
remainder of the paper.

Metadata is broadly defined as ‘data about data *
(Gilliland-Swetland, 1998). The traditional library
catalogue index card is a classic example of metadata.
The publication date, author, title, publisher, dewey
decimal code... are ‘metadata elements’ within a
clearly defined metadata schema and scheme (list of
metadata elements, allowed states of those and re-
lationships between them).

As can be seen from this example, there are differ-
ent types of metadata. Gilliland-Swetland (1998)
distinguishes between 5 types:

* Administrative: Metadata used in managing
and administering information resources

* Descriptive: Metadata used to describe or iden-
tify information resources

* Preservation: Metadata related to the preser-
vation management of information resources

* Technical: Metadata related to how a system
functions or metadata behave

* Use: Metadata related to the level and type of
use of information resources

Descriptive metadata is of most relevance to the
challenges outlined above, but in principle the is-
sues apply to all the types.

The interoperability of metadata i.e. the ability of
different information systems to inter-operate or
be compatible with each other’s vocabularies is seen
as a fundamentally important issue in the develop-
ment of Web-based information systems (Gill and
Miller, 2002).This is because it is valuable if two (or
more) systems holding data on similar things can
be reliably cross searched and/or share data. Many
standards, initiatives and projects are in place to
develop systems that will be able to interoperate
at a vocabulary and semantic (meaning) level (e.g.
W3C 2002b, Miller 2001, see also below).

Part of the development of interoperable Web-
based systems includes the creation of systems that
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utilize semantically interoperable ways of describ-
ing things, characteristics of things,and the relation-
ships between them. These ‘ontologies’ (e.g. On-
tologies W3C initiative, W3C 2002b) take the form
of structured machine readable representation of
the knowledge.

Just like people need to have agreement on
the meanings of the words they employ in
their communication, computers need
mechanisms for agreeing on the meanings
of terms in order to communicate effectively.
Formal descriptions of terms in a certain
area (shopping or manufacturing, for ex-
ample) are called ontologies and are a nec-
essary part of the Semantic Web. RDF [Re-
source Description Framework],ontologies,
and the representation of meaning so that
computers can help people do work are all
topics of the Semantic Web Activity.(W3C
2001b)

These developments form what can be seen as part
of a larger movement in Web technology develop-
ment towards a more semantically interoperable
Web (W3C 20013, Berners-Lee etal 2001) in which
information is globally interoperable.

There are significant difficulties with building on-
tologies and applying them to bodies of informa-
tion. Ontology creation and application is a very
specialized and time-consuming activity. Even more
difficult is mapping between ontologies, especially
those written by different communities of interest.
An ontology provides a machine processable hier-
archy of terms, but not all of the intentions of the
ontology creator are encoded into the description
of the ontology.Therefore mapping between them
is prone to errors of interpretation.

Part of a Solution: Community of
Interest/Expertise Annotation

The development of more semantically
interoperable Web-based technologies seems to
promise the ability to solve part of the challenge
outlined above; namely, that of enabling machines
(computers) to relate terms from different special-
ist vocabularies about what are essentially the same
thing or concept and thus being able to map exist-
ing terms to the specialist vocabularies (including
other languages).
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However they do not provide a solution to the
problem that members of specialist interest groups
will want to describe (apply metadata to) data in
ways relating to totally different concepts.

A simple example makes the issue clearer:

Imagine that there is a database of 100,000
images of people in a wide variety of differ-
ent settings, say developed for a news agency.
The database may be indexed using terms
relating to identification of people (name,
age,...) and event (time, place...) as well as
administrative, preservation and technical
metadata. This is because those are the im-
portant characteristics to those who origi-
nally setup the database.

Now milliners might see great potential for
studying how people use hats.The database
is likely to be a very useful resource:, they
could search to see how the style of hats
has changed over time, or what types of hats
are most popular; they could answer many
more specific questions, e.g. what percent-
age of women have bows on their hats? or
wear a particular type hat ata particular time
of year!l... however the database is not in-
dexed using the concept of ‘hat’ and so it is
not possible to interrogate it to find the
answers to these questions.

Imagine now that someone else,a landscape
architect, comes across the database and
sees that it could be used to study how public
seating is used in urban settings...

In each of these examples the collection could
be of very great value to the user, but the
existing indexing was not originally designed
with these uses in mind and so it is not. It is
in these cases that community annotation of a
collection, could offer the key to meeting
these needs and thus greatly extend the
scope and value of an on-line collection.

In the example above the individuals are from com-
munities of ‘milliners’ and ‘landscape architects’.They .
could annotate the images with specialist indexing
terms used by their communities, ideally from on-
tologies developed to facilitate a semantically con-
sistent representation. However it might be that
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they simply want to add ‘notes’ to particular im-
ages for others from their communities to find or
make a hyper-link to a page of more detailed comple-
mentary information or case studies of that kind of
example.

Models of Community Annotation

This section outlines a number of models of com-
munity annotation that we have identified, and that
we believe help meet the diverse needs of different
‘user communities’ and the database system devel-
opers such as ARKive.

Figure | shows via a much simplified Venn diagram
some of the communities of interest of an ARKive
type project. There are the more traditional ‘target
users’, in ARKive’s case, those with interests in
biodiversity and wildlife media and their sub-com-
munities Al,A2,A3... (e.g. different sub-disciplines,
phases of education...), and ARKive's own staff,
However there are other ‘communities of interest’
(B, C, D and E) that lie outside or may have some
degree of overlap with the original target commu-
nity or communities.

Whilst the discussion here is focused on the use of
community annotation to apply ‘specialist’ indexing
to objects, the majority of the issues discussed are
the same for other kinds of annotation. Examples
include case studies in the use of a particular image

Figure I = Communities of Interest

or media type, or notes relating to the object (e.g.
what it shows, interesting facts, controversies).

Possibly the most critical issues related to ‘commu-
nity annotation’ for the organizations behind ARKive-
type Web sites are related to the quality, accuracy
and relevance of any annotation. One of ARKive’s fun-
damental values is ensuring that it provides scientifi-
cally accurate and up-to-date information.

If users are given tools that enable them to add/link
‘metadata’ to multimedia assets, many issues arise
about how that annotation can, or should be, made
available to other users of the system. Below we
have outlined four models of annotation that we
have developed to illustrate the issues.

|. Trusted members of trusted communities:
ARKive already has a group of ‘trusted’ experts
and organizations that provide and validate infor-
mation which ARKive collates and publishes on
its Web site. This approach would expand this
single group to wider communities; for example,
a ‘trusted organization’ could provide a list of
potential members that it states are competent
to annotate ARKive resources. Likely the re-
sources and ‘metadata terms’ that they are per-
mitted (by ARKive) to annotate and use, would
be limited to a specific set within their area of
competency and that the types of annotation or
vocabulary of concepts would also be limited (see
consistency below).
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These ‘trusted members’ could be given
usernames and passwords and on-line tools to
annotate ARKive resources. These annotations
would thus in principle be ‘ARKive approved an-
notations’ and thus in effect integral to the ARKive
cataloguing and indexing system. However, it may
be that only particular communities of users get
access to particular sets of annotations.

2.Self-selecting communities:Much as there are

self-selecting, open and closed discussion groups
on academic mail lists such as JISCMail (http:/
www.jiscmail.ac.uk), it would be possible to pro-
vide annotation tools for a self-selecting and ad-
ministering community of users.

Such communities normally have ‘community lead-
ers’ who administer them on a day-to-day basis.
They vary greatly in nature from highly structured
and constituted to loose with similar interests.

It could be that only members of a ‘closed’ com-
munity get access to the annotations added by
their group, or that these are made available to
generic ARKive users but with a ‘disclaimer’.

3.0pen annotation: in this model any ARKive

user could annotate an object. This is similar to
ratings systems which exist on e-commerce sites
such as Amazon.com (www.amazon.com). The
degree of ‘openness’ may range from totally ‘open’
to a more ‘mediated’ approach in which some
validation or quality criteria are applied (see'Con-
sistency and Quality Control’ below).

In this case, all annotation would have to have
some form of ‘disclaimer’ as ARKive would have
relatively little control over the quality, accuracy
or relevance of any annotation.

4, Third Party Annotation: ARKive users might

want to produce ‘third party’ sites to draw to-
gether resources from ARKive and other sites;
the simplest example of this would be a list of
links to other Web sites. However, these third
parties might also produce their own ‘annotations’
for ARKive resources; e.g. they might use a very
subject-specific vocabulary.'Annotating’ resources
from diverse sources has the advantage of en-
abling resource discovery across multiple infor-
mation sources but with a particular specialist
vocabulary and personal control.

ARKive would not have control over this
form of annotation but might want to pro-
vide infrastructures and tools to support
such annotation.

Existing Projects

Many Web-based projects and sites use some form
of annotation to ‘add value’ to their data. Each ex-
ample below utilizes one of the approaches above:

* Amazon.co.uk http://www.amazon.co.uk pro-
vides customers with the ability to add comments
about a product and give it a star rating. This gives
future users the ‘added value’ of hearing the views
of others who had read, listened to,watched etc...
the product.All users can see all annotations once
they have been vetted for compliance with
Amazon’s guidelines. For guidelines see http://
www.amazon.co.uk/exec/obidos/subst/misc/au-
thor-review-guidelines.htm1/026-1836225-
8318031)

* PseudoCAP::Pseudomonas aeruginosa Commu-
nity Annotation Project (http://www.cmdr.ubce.ca/
bobh/PAAPhtm) allows Web-based annotation
tools a to be used by members of a closed com-
munity. Since they aim toto:

* “... improve the quality of analysis of the
Pseudomonas aeruginosa PAO| genomic sequence,
and to ensure the development and widespread
availability of genetic tools to analyze Pseudomo-
nas gene function, this Pseudomonas aeruginosa
community annotation project (PseudoCAP) was
initiated to enlist the expertise of volunteer
Pseudomonas scientists in annotating the genome
sequence. Annotations provided by the
Pseudomonas scientists were subjected to peer
review and used to aid the final genome annota-
tion that was published. All participants in this
project for the publication of the genome se-
quence have been acknowledged in the genome
paper...”

* Slashdot (http://slashdot.org) is an example of a
‘community news portal. It allows users to up-
load news and then others can take part in a
(threaded) discussion based on the original sub-
mission.
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*  Gimp-Savvy.com (http://www.gimp-savvy.com) is
a Community-Indexed Photo Archive which pro-
vides simple tools for users to add indexing terms
to images in an on-line image database (http:/
gimp-savvy.com/PHOTO-ARCHIVE/)

* Berkman Center for Internet and Society (http:/
/eon.law.harvard.edu/cite/annotate.cgi) has devel-
oped an on-line tool (Annotation Engine) for us-
ers to annotate on-line documents by placing a
link in the text at the point that the user wishes
to annotate

* FishBase (http://www.fishbase.org/) is an inter-
esting example of a specialist site which is run
and managed as a community. FishBase contribu-
tors have passworded access to edit and add data
to the very extensive underlying database of sci-
entific data and multimedia resources.

More generally the W3C are looking to develop
‘annotation standards’ under the Annotea project
(W3C,2002a) to allow users to collaboratively an-
notate Web pages. In parallel with these develop-
ments, the standards which support the use of
metadata descriptions are expanding; e.g. the MPEG-
7 standard (Martinez, 2001) for the ‘content de-
scription’ of multimedia includes a comprehensive
‘Description Definition Language’ which allows com-
plex description of multimedia objects.

These projects all provide tools that enable users
of different types to add value to the ‘collections’
by adding annotation.

Implementation of Community
Annotation - Issues

Use of and Access to Annotation data

As can be seen above, the use of and access to any
annotation is an issue inseparable from that of the
under lying model of annotation. Probably the most
fundamental issues are deciding who has access to
any annotations and how any annotations (explicit,
e.g. case studies, or implicit, e.g. search terms) are
used and their use signaled. Some approaches follow.

l.“Trusted community annotation’ might ef-
fectively be transparent to any users and simply
be utilized as core ARKive tagging or alternatively

might be provided via a specialist search engine
option or provided with a disclaimer.

2.‘Self-selecting community annotation’
might be available to all users via a disclaimer or
only available to ‘subscribers’ to that annotation
(i.e. they explicitly request access) or only to
members of the community.

3.‘Open annotation’ could be ‘transparent’ or
have access controlled as in the previous two
cases.

4.‘Third party annotation’ would mean ARKive
would have no control over access to or use of
this type of annotation. For user groups this might
be seen as an advantage as the system is ‘inde-
pendent’.

Consistency and ‘Quality Control’

Another fundamental issue with respect to using
community annotation to assist with ‘indexing’
metadata is ensuring that there is consistency in
both the terms used and the application of those
terms, which relate back to precision and recall (see
above).

The main solution to the issue of consistency has
historically been to utilize a‘controlled vocabulary’
with clear instructions about what those terms re-
late to; e.g. library catalogue systems. In particular,
controlled vocabularies appear to improve consis-
tency where indexing is being conducted by a num-
ber of ‘indexers’ (Markey,1984). In the case of
ARKive there is already a controlled (bespoke)
vocabulary for a number of aspects of the data and
metadata used to describe the multimedia objects.

In order to annotate objects with relevant terms/
concepts, it seems necessary to provide not only a
controlled vocabulary but also a highly structured
conceptual framework on which the vocabulary is
based. This is because of the very large range of
concepts that are covered by ARKive content, in-
cluding bio- and bio-geographic sciences, wildlife film
making, conservation and sustainable development,
and educational uses.

These are broadly quality control issues; key ques-
tions for any system will relate to the degree of
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‘quality control’ required for any annotations.This
may extend from a check that annotations are not
obscene or contravene legal requirements (e.g. li-
bel laws) all the way to full multilevel verification by
appropriate experts with formal ‘sign off’ of any new
annotations.

The degree to which this is appropriate must de-
pend on the nature of the system;e.g.a"closed com-
munity’ in which members of the community are
the only users who can access the annotation may
require no formal quality control (other than legal
issues) from the collection/Web site owners. How-
ever ‘trusted community’ annotation that is acces-
sible to all users may require significant quality con-
trol.

Tracking Annotation & Access Control -
Annotation Metadata

If community annotation is used, there must be sys-
tems in place to manage the new data. That is the
ability to track and maintain the annotations; it is
necessary to have metadata about the annotations.
Cross et al (2001) show how this kind of data can
be created and maintained. The potential value of
this data is significant, as it potentially enables users
(internal to the organization or external) to query
the system to say “show me all the annotation to
the collection (or subset) made by person ‘X’ or
members of community ‘y’”.This forms the basis of
providing controlled access to the annotation data.

Extensibility

A further requirement of any system of annotation
focused on adding value to a collection by ‘index-
ing’ is that it be extensible;i.e. that new terms can
be added in a coherent and meaningful way.

For example when a new ‘term’ is added it must be
done in such a way that concepts of which it is a
sub-element (e.g. pecking might be a sub-set of feed-
ing or defensive behaviors) retain conceptual integ-
rity, e.g. the term ‘pecking’ should not be applied to
an object that does not have a related parent con-
cept (e.g. feeding) or that existing parent concept
must (henceforth) be made to apply to the object
as well. Hence there may be a need to create new
non-overlapping sub-categories of pecking; e.g.
feeding:pecking and defensive-behavior:pecking.

This simple example shows that the creation of any
conceptual representation will be very problematic.
However the current authors believe that without
such a framework, effective use of annotation would
be very problematic if not impossible to manage
and monitor. Heflin and Hendler (2000) explore the
complexities of making changes to formal ontolo-
gies and some the many associated problems.

Other issues include how to deal with and repre-
sent ‘controversial knowledge’,'fallacies’,'old knowl-
edge’ and other forms of ‘inconstancies’ in any
knowledge base. There are no simple answers to
these problems. Once again the most appropriate
solution will depend on the particular situation;e.g.
in the case of relatively open annotation such as
gimp-savvy.com http://www.gimp-savvy.com it may
be appropriate for any user to be able to add in-
dexing terms (given legal considerations are dealt
with, see above) whilst in the case of ‘trusted com-
munity’ annotation, changes to the ontology or vo-
cabulary used might require a formal meeting of
some form of ‘expert panel’.

However whatever form it takes, we argue that
there must be some system(s) to facilitate such
extension of the available terms and concepts if the
overall systems are to be effective and sustainable.

A further fundamental problem is that community
annotation using extensible annotation vocabular-
ies and schemes is post-hoc and thus, unless every
object is systematically annotated, it is very likely
that the some objects will not be tagged with a
new type of annotation e.g. a particular indexing
term, when it ‘should’ be. Thus the annotation or
indexing becomes inconsistent across the collec-
tion.There seems to be no simple solution to this
problem other than systematic annotation. How-
ever as outlined in the next section, the use of ‘se-
mantically aware’ tools may provide a means of
optimizing the completeness of annotations across
a collection where (as in most cases) there are time
and resource constraints.

Semantic Bootstrapping

One very interesting requirement that we have iden-
tified for all of the models described above is ‘se-
mantic bootstrapping’; that is, when a collection has
been ‘indexed’ from one perspective (i.e.for its pri-
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mary target use or user group) using one set of
vocabularies, it is necessary to have or create some
kind of ‘semantic hook(s)’ in the data to allow us-
ers to begin the process of indexing the collection
from the new perspective, using the new vocabulary.

This is a form of ‘semantic bootstrapping’, concep-
tually related to the idea developed by Pinker (1984)
to refer to his postulated process by which chil-
dren ‘semantically bootstrap’ or learn syntax from
some form(s) of built in ‘semantic categories’ and
contexts.

Ontology-based tools (see above) could allow ex-
isting ontologies to be linked to the already-present
vocabularies or ontologies via concepts common
to both existing and new domains.

Concept extraction tools such as the ‘Non Zero
Match’ tool were developed at the University of
Bristol (http://nzm.dig.bris.ac.uk/index.html). The
tool allows users to auto-index text-based docu-
ments using concepts defined by a list of words/
phrases with positive and negative weights. E.g. say
a ‘car’ by defining the concept via the occurrence
of a set of words or phrases ‘registration number’,
‘steering wheel’, ‘make’, ‘model’ etc... the parser
then processes the whole corpus of documents
indexing the documents under the appropriate con-
cepts.Thus by using existing text or indexing/markup
it would be possible to create new concepts to help
‘bootstrap’ the new indexing.

Another example is described by Bobrovnikoff
(2000) using the DIPRE (Dual Interative Pattern
Relation Extraction) algorithm, to recognize pattern
in existing data. Auto-indexing of still and moving
images also provides the potential to extract and
index new concepts; e.g. in the example above of
looking for ‘hats’ in the database of images of people.
See Campbell et al (1997) and Lew (2000) for ex-
amples of this approach.

There are various forms that semantic
bootstrapping could take, with various levels of au-
tomation. It could be a time-consuming and highly
skilled manual task, effectively re-indexing the data-
base manually by re-cataloguing by placing the im-
ages within an ontology used by a community of
interest, or by using a controlled vocabulary.At the
opposite end of the spectrum, the images could be

auto-classified using specialist tools for pattern rec-
ognition.

Somewhere in between is a stored search by a sub-
ject expert. For example, when people search
Google for a particular topic, they use their knowl-
edge of their subject area and their common sense
coupled with their experience of the content of
the Google database itself to choose search terms
that will accurately retrieve the information they
require. For example someone looking for ‘flying
things’ would use more specific search terms like
‘bird’, ‘helicopter’ ‘parrot’.

An annotated stored query of a database by some-
one with knowledge of the indexing terms used in
the database and the specialist subject knowledge
of the community of interest would enhance the
value of the database to that community. Such an
annotation would provide fast approximate infor-
mation for that community.An example might be a
search of a database for photos of people dressed
for a ‘formal event’ to get pictures of hats.

If there were time, the user could go through the
images found in this way to check if the retrieved
pictures were in fact pictures with hats, discarding
those that were not. However, even a quick anno-
tated search could provide added value.

Some form of ‘semantic bootstrapping’ will be es-
sential in making annotation work effectively for
communities. Different types of ‘semantic
bootstrapping’ tools are likely to assist with differ-
ent types of problem,and hence it is likely that what
is needed is a suite of tools rather than one single
tool or approach.

Moving Forward

We are working to formalize the models outlined
above and are developing more detailed technical
requirements for the implementation of the mod-
els.The ideal is that we design an approach that can
allow ARKive type organizations to implement any
and all of the models of annotation outlined above.

In parallel we are investigating the advantages and
disadvantages of the different models in different
contexts in order to help developers make decisions
about which ones are the most appropriate for their
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particular needs and contexts. Parallel investigation
into different approaches to ‘semantic bootstrapping’
and development of appropriate tool sets will con-
tinue.

Conclusions

Community annotation offers the developers of
large multimedia database systems the ability to
support specialist‘communities of interest’ and thus
enhance the value of their data. There are many
technologies available and under development that
would support this approach; some projects are
already utilizing them.

This paper has dealt primarily with the annotation
of multimedia objects with specialist indexing/re-
source discovery terms and the associated tech-
nologies; however, the issues are similar for more
generic types of annotation.

The four models of community annotation outlined
in the paper provide a framework for the develop-
ment of community-based approaches to enhance
the value of Web-based museum and multimedia
collections for specialist communities of interest.

There are many implementation issues that remain
highly problematic, in particular the coherent and
consistent extensibility of vocabularies and the de-
velopment of ‘semantic bootstrapping’ tools.

However, it will likely be possible, in the short to
medium term, to find solutions by assessing needs
and matching solutions in each specific case. In the
longer term, we hope that the on-going develop-
ment of a more ‘semantically interoperable’ Web
and associated technologies will lead to the cre-
ation of sets of approaches and tools to make the
implementation of community-based annotation
relatively simple and effective.
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Abstract

Over the last year the ). Paul Getty Trust's Web presence has evolved from a group of disparate, independently
maintained Web sites into a homogenous consistently branded one — getty.edu.This transformation recently culminated
with the implementation of a leading Content Management System (CMS).There were and are many process-changes
and challenges in implementing a CMS in an institution such as the Getty. These issues are not unique and span the
gamut from social, to business, to technical. This paper will highlight the major issues, describe the route the Getty
took, and give an insight into the functionality and capability of a leading CMS application for a content-rich museum

Web site.

Keywords: Content Management, Templates, Workflow, Virtualisation, XML

Introduction

The Getty is a campus of six programs: Museum,
Research Institute, Conservation Institute, Trust Ad-
ministration, Grant Program and Leadership Insti-
tute.All these programs contribute content for the
Web site, resulting in a very content-rich environ-
ment. It currently includes details on 4,000 works
of art; 1,500 artist biographies; 3 hours of stream-
ing video; past and present exhibitions; art histori-
cal research papers and tools;conservation research
papers and tools; on-line library research tools;
detailed visitor information;an event calendar, and
a parking reservation system.

Up until a year ago, each program independently
maintained its own portion of getty.edu.A gateway
homepage was placed at the top level, but as soon
as one drilled down into the Website, it was imme-
diately apparent that there was no consistent de-
sign, navigation, or look and feel, and no way to
navigate around the site without going back to the
homepage.

A trustee-level decision was made to present the
Web site with a consistent design and look and
feel — a Web group was formed and charged with
this task. Accomplishing this task would include the
implementation of a Content Management System
(CMS) to ensure that all the programs could con-
tinue to contribute content to the Web site but in
a managed and decentralized way. Rather than
implement the redesign and CMS simultaneously,
the redesign was implemented first, but significant
effort was assigned to preparing the HTML pages
for later CMS integration.

Museums and fl'e'l‘/ez 2002: Proceedings
Archives & Museum Informatics, 2002, p. |15

The Web site was re-launched in February, 2001,
with a unified design and functionality and a more
thematic treatment of the content. The task had
required that the webgroup temporarily ‘own’ all
the content and the processes associated with get-
ting that content to the Web.The knowledge gained
during this process was crucial in being able to iden-
tify the real requirements of any CMS that the Getty
would need to implement.

Maintenance Burden

There was a significant burden to re-launching the
Web site before implementing a CMS.To guarantee
that ongoing development and maintenance on the
Web site adhered to the new rules and style guide,
all content still had to funnel through the webgroup
— the new design had committed us to a frequent
subsite update regime. The GartnerGroup, whom
the Getty use to benchmark themselves against simi-
lar organizations and business processes, publish a
graph which exactly summed up where we stood in
the Web life-cycle. Even with a webgroup of 18
people, there were few resources to develop new
content.

Preparing For a CMS

To prepare the Getty community for a CMS, which
might take 6-9 months to select, the webgroup tem-
porarily established its own managed environment
to create and deploy content to coincide with the
launch of the redesign. On the infrastructure side,
we implemented a three-tier staging environment
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Fig 2:Three-tier Staging Environment

(see figure 2) and a custom-written application to
‘push’ content between tiers.This was a fairly high-
level tool operating on directories rather than indi-
vidual files. On the business side, we established a
strict push schedule, which meant that content could .
only be moved into production twice a week — al-

though this could be fast-tracked for emergencies

on a case by case basis.

* Template Driven:To guarantee consistent visual
design, to separate content from design and to
allow multiple content use.

Used by HTML llliterate: To allow an interface
that lets non-HTML contributors submit and re-
view web content.

* Workflow:The processes established at the Getty
to get content to theWeb site range from a simple
two-step workflow to complex multi-program,
concurrent-task processes.

Initially there was great resistance from the pro-

grams to this regime. The ‘anarchic’ nature of con-

tent generation and deployment that had established

itself at the Getty meant that this was a consider-

able culture shock.The programs perceived a ‘loss .
of control’ of their content, and objected to the

delay between pushes. Fortunately, the reality was

different: the schedule of pushing every other day .
allowed for only one day to create and review con-

tent before it went live.The programs soon fell into

the regime and altered their business processes to .
accommodate the schedule. With the CMS imple-

mentation we could afford to increase the push

schedule to whatever was appropriate — since it

would be automatic. But the temporary situation

was a good proving ground for a professionally

managed environment.

File Versioning: The ability to track individual file
changes, what and by whom.

Rollback:The ability to publish an edition of the
Web site on any previous date.

Open/Standard Architecture: The Getty's Web
infrastructure is based on Unix servers, iPlanet
Web servers, Java/per! CGl applications and
Oracle databases, all sitting on a Novell network.
Any Web application has to live in this environ-
ment.

* Virtualisation: The ability to see any changes or
new content in the context of the entire Web

CMS Requirements
site — before it is deployed.

Armed with the detailed knowledge of content gen-

eration and processes around the Getty gained .
during the redesign, the Web group drew up a re-
quirements document for a CMS. Our ‘big ticket’

items are probably consistent with many museums’ .
CMS wish list,and these were:

Multiple Web site Management: For getty.edu and
for our Intranet GO (Getty Online).

Cross-platform clients: The Getty has Mac and
PC-based contributors.
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* Multi-channel Deployment: Eg. XML and WML
delivery.

* In-house Maintenance and Development:Not to
have to go back to the vendor.

* Vendor Stability: An important consideration
given the current economic times.

After tracking the CMS market during the re-de-
sign, the Web group focused on three CMS prod-
ucts after the usual RFI (Request For Information)
and RFP (Request For Proposal) processes. These
were: Stellent’s Expedio (http://www.stellent.com),
Vignette's StoryServer (http://www.vignette.com)
and Interwoven's Teamsite (http://www.interwoven.
com).After a bake-off, the Getty selected Interwo-
ven as its preferred CMS vendor.

Implementation

Teamsite is a Web-application suite based on C++,
java, perl/cgi and XML technologies. It is a client/
server environment with all users interacting with
it via a browser. After some testing we established
that Internet Explorer was more compatible. The
only exception to the browser interface is the
module to create workflows — this is a Windows
application. Teamsite offers fully integrated
Templating, a very flexible and fully integrated
Workflow engine, full Virtualisation and integration
with a broad range of Web content creation appli-
cations such as Dreamweaver and Homesite. It also
stands as a solid platform on which to further de-
velop our Web site, by integrating with an array of
application, personalization and syndication servers
— which are long-term goals for the Web site.

Interwoven’s terms and conditions of sale include
an agreed method of installation and configuration.
This means you need to buy their professional ser-
vices or contract with a registered Interwoven part-
ner —a so- called‘enabler’, of which there are many
and for which there is a ‘corkage’ fee to Interwo-
ven.After reading a number of ‘dot com’ elegies, we
were keen not to have any one of these ‘enablers’
come in, install the product, then hold us to ran-
som over professional services to develop our site.
Also, our Web group has a strong technical compo-
nent and should be more than capable of maintain-
ing the environment. The best integration solution

=l B - Teamsite B - 11
T -

T view D Omrne D)t

Ud vl fo DA S S BG4
Tolv | Mokowa i wiiass | Compem | GoLawt| Wbrd | vy | vew S| £ e ‘

Er Jat T3 LR 18 4
18X 121172001 16:39  root
17K 1128720011221 root

dne
- §=l écmuun ntmi
il O Digvortes.nim|

0O _Impaes 512 1211172001 1641 root
0O Pindexxm( 20K 1128/2001 1555 roat
O [Jnew gt bogkshtm]| 18K 11/26/2001 13:23  roat
O Jposfers hm! 18K 11/26/2001 1339 root
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Fig 3:Teamsite’s Default View of a Website

for us was Interwoven’s so-called ‘Fast Forward
Core Pack’ —a 30-day engagement with a Teamsite
consultant and project manager.At the end of this
engagement, the client is‘guaranteed’ to have a cor-
rectly installed and configured product, at least one
site deployed through Teamsite as a file-managed
process, and up to two templates and two
workflows in place.

We scheduled technical training to coincide with
the arrival of the implementation consultant so that
we could speak the Teamsite language and could
assist in the installation and configuration. We in-
stalled the suite onto our Unix staging server, since
once operational, we eliminated the need for a sepa-
rate staging environment.

Environment

Teamsite uses a server’s native file structure to
manage and deploy content,and manages separate
Web sites as branches. Because of this approach,
the default view of aWeb site within Teamsite is as
a file system like Windows Explorer:

Each registered user has an account based on the
server’s native authorization technology.In our case
this is LDAP.Within Teamsite, each user is assigned
at least one workarea and has a virtual view of the
whole site.This workarea corresponds to the sec-
tion of the Web site on which they work; they only
have permission to modify documents within their
own workarea. Every user is also assigned a role
depending on contribution level. This determines
the authority they have within the environment:
author, editor, administrator or master:
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Fig 4: Schematic of the Teamsite Environment and Associated Roles

* Author— the primary content creator: he owns
content; can create and edit files; can receive as-
signments through the workflow engine and has
work approved by his workarea owner.

* Editor — creates content and oversees content
creation: he owns a workarea; can create, edit
and delete files; approves or rejects work of the
authors; can submit files to the staging area and
can publish editions.

* Administrator — manages an area or branch
(Web site), of which he is the owner and can
create and delete workareas.

* Master — has absolute power and fundamental
administrative control over the product —a role
reserved for a Unix System Administrator and a
person to be chosen wisely.

Working within the workarea, a user first
synchronises with the latest version of content by
performing a get latest function within the staging
area.When the appropriate edits have been made
and checked within the virtualized view of the en-
tire site, the content is submitted back to the stag-
ing area. Browsing in the virtualized view of the Web
site is no different from browsing the site under
normal circumstances.The staging area is where all
the content from different workareas is integrated
and tested. It is a read-only environment where
nothing can be edited. According to the publishing

schedule, a snapshot is made of the staging area
creating an edition, which can then be deployed to
the production server.

We were looking to manage two Web sites with
Teamsite: getty.edu and our Intranet, GO. After a
week of analysis we began planning two develop-
ment environments, each of these becoming a
branch within Teamsite. We then ‘sucked in’ each
site — a tar’ing, FTP and untar’ing process — which
took about a day each. So, within two week’ of the
consultant’s arrival, we had set up a pre-production
environment for both sites. With these environ-
ments in place, we scheduled some intensive train-
ing on the core Teamsite functions of Templating
and Workflow — unfortunately, this required a
lengthy field trip to Interwoven’s training facilities
in San Francisco.

Templating

Templating is a core function of a CMS. It allows
the separation of content from design, the auto-
matic generation of an HTML page from content,
guarantees consistent visual design,and allows Web
pages to be generated by HTML-illiterate contribu-
tors.A fully templated site is one significant goal of
full implementation.Teamsite’s templating system is
based on XML and requires a thorough understand-
ing to develop templates. We began by analyzing
our Web site to identify a list of initial template

~ &andidates.We started with the broad assumption
<
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Fig 5: Identifying Template Candidates

on the cost/benefit of converting pages under the
homepage. This indicated that the greatest cost/
benefit was to be had at the lowest levels, where
many pages would be served with a single template.
For example, the museum collection subsite con-
sists of approximately 18,000 pages,.Analysis of the
design and layout indicated that we could probably
serve this with fewer than five templates, possibly
even one.

We then applied a number of qualifications: Do a
number of people contribute content to this page!
Does the content on this page change often? Addi-
tionally, we wanted the first template candidates to
also establish precedents for resolving issues that
would globally impact the site.We focused on two
candidates: the Job Postings, which have a lot of simi-
lar pages and a daily turnover, and the News Ar-
ticles, which have a weekly turnover but a signifi-
cant number of contributors (and consequently a
complex associated workflow).

Templating Process

Templating is a three-step process of data capture,
storage and presentation, figure 6 shows a sche-
matic of this process.

When a user wants to submit content using a tem-
plate, they first fill out a data capture template
(DCT).This is in an XML configuration file, created
by a developer with a good understanding of XML
and some basic programming skills. Submitting a
completed DCT saves a data content record (DCR)
which is either saved as a file or to a database. The
last element is a presentation template (PT), an-
other XML file with a variety of markup flavors:

Generate/Regenerate

Prasentation Template

Save

——

Data Capture Data Content

Template Record (XML) Proview

L> Generate/Regenerate

Presentation Template

Fig 6:Templating Overview

ASP, JSE WML or HTML and also embedded perl
callouts and conditional programming tags.The PT
is essentially created from an existing HTML page
by giving it an XML ‘wrapper’ and substituting the
content areas with appropriate XML tags that are
defined in the DCR. Figure 7 shows code fragments
tracing a single piece of content, a job title, from
capture to presentation:

When the presentation engine combines the DCR
and the PT it executes any perl and any conditional
tags to generate the final page. The jurisdiction of
the different roles in the templating process can be
summarized as shown in figure eight.

The templating architecture makes for a very pow-
erful and flexible process and allows for single
presentation templates to account for a wide range
of related Web pages. Much of the template process
can be automated; for example, workflows can be
invoked at the DCR commit stage, or the final Web
page can be generated automatically when a DCR is
saved. It is wise not to underestimate the amount of
work required to convert aWeb site into templates.

Workflow

Workflow is another core function of a CMS — it
defines the content creation and approval processes.

DCT tragmaent
Capturing a ‘job title’ field

DCR fragmant
Storing the ‘job title’ field

PT fragment
Capturing a job title field

<?xnl vorsoion="1.0" sta <?xnl version="1,0" sta <?xnl version="1,0" ata

<IDOCTYPE teaplating <IDOCTYPE record -

- <TR>

<item delimiter=~, ~ <TD><font size=<+2~
neme=~jobtitle” <iw_value

namo=‘der, jobtitle’

<iten namee"jobtitle=>
<text maxlangth=d40
roquiredstrue <value>
aize=40 /> Web Nanager </iv_value>
</item> </value> </TD>
</iteo> <TR>

Fig 7:Tracing a single piece of content

3
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Fig 8:The Jurisdiction of Roles in the
Templating Process

The workflow module in Teamsite was one of the
most comprehensive and flexible we reviewed dur-
ing the selection process.The biggest challenge we
found in implementing workflows within the Getty
is the analysis of the ‘business’ processes, which
continues to be a challenge. This analysis is a time-
consuming practice in an environment where these
processes have grown organically over time.When
interviewing staff around the Getty, we often found
ourselves giving advice on consolidating their pro-
cesses, since no one had thought to review what
was happening. Often when we flowcharted the
program’s processes, staff were surprised at how
redundant their activities were. The concise steps
to analyzing a process that we use are:

|. State the general requirement for the process
2. Identify the tasks that need to be performed
3. Identify who needs to perform the tasks

4. Order the tasks in which they need to be per-
formed

5. Review with the process requirement

Having generated and signed off a flow chart repre-
senting the workflow process, the next step is to
implement the workflow.WorkflowBuilder is a drag-
and-drop flowcharting application based heavily on
theVisio interface.

Figure 9 shows a typical workflow of six tasks.WWhen
invoked within Teamsite, the instance of this

120 © Archives & Museum Informatics, 2002

j _

e .
, ErdTask
g e

Fig 9:An Example Workflow in
WorkflowBuilder

workflow is termed a job. It has a variety of vari-
ables associated with it, which are defined when
the job starts. For example, one variable might be
the name of a file that needs updating or the name
of a directory where a new page needs to be cre-
ated.The first task in figure 9 is a content-creation
task which will be assigned to a user using the owner
variable. When the content has been written and
submitted, the workflow sends an e-mail to the
appropriate approver with review instructions and
a hyperlink to the relevant content.A rejection gen-
erates an e-mail back to the owner, but an approval
submits the content which might invoke the auto-
matic generation of a Web page ready for deploy-
ment.This workflow is very generic.The use of vari-
ables allows for many instances of a single workflow
— the variables simply travel along with a particular
workflow instance.The power of the workflow en-
gine can be extended immensely by additional tasks
such as the CGI script invocation and an external
task which runs any external application or script
on the host machine.

Deployment

Deployment of content is the final step in the con-
tent generation process. It is the sending and re-
ceiving of files from the base server to the receiver
host. Any number of deployment scenarios can be
created, based on three basic themes: Deploy files
in a specified list — the list can be generated pro-
grammatically; Deploy files in a directory by file
comparison between the source and the target;
Deploy directories by directory comparison be-

1 2 ~tween the source and the target. The file transfer
<
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Fig 10: Deployment

executes in a transactional mode, meaning that con-
tent will not be replaced on the production server
until all the requested files have been received.

The Rollout

One important factor in selecting this product was
its ability to manage a Web site at a file level. This
allowed us to implement Teamsite without disturb-
ing the contributors around the Getty using their
Dreamweaver and Homesite applications.We sim-
ply continued to import their files from the devel-
opment server into Teamsite until we were ready
to schedule their training and register them as us-
ers.The go-live date was an uneventful day. One day
we were ‘pushing, and the next day we were ‘de-
ploying’.—This fact alone makes it a resounding suc-
cess. The process of trawling through the Website
leaving templated content in our wake is ongoing,
to be completed around June 2002.

Future Initiatives

We selected Teamsite with a long-term web strat-
egy in mind.We chose this particular product be-
cause we require a platform that will foster the best
opportunities to meet our long term goals and also
one that is flexible enough to integrate with pres-
ently unknown program initiatives and future www
trends.There are two immediate initiatives that are
of note:

Vocabulary-Assisted Metatagging —There is a
significant metadata initiative at the Getty and ex-

tensive research into vocabulary-assisted search-
ing. Currently, searching on getty.edu results in an
‘invisible’ expansion against our ULAN (United List
of Artist Names) vocabulary. By way of an example,
if one searches for Carrucci on our Web site, |5
hits are returned to Pontormo but no mention of
Carrucci — because Carrucci was the birth name
of Pontormo as defined in ULAN. While we will
continue to expand search queries against our vo-
cabularies (Art & Architecture Thesaurus and the
Thesaurus of Geographic Names are planned
shortly), we plan to integrate more fully the
metatagging of content at the creation stage.As luck
would have it, Teamsite has a module called
Metatagger, which we have already begun to inves-
tigate.

Personalisation — The ‘next big thing' for our
Web site is a venture into the world of Personal-
ization. Again, as luck would have it, Interwoven is
partnered with a variety of personalization server
providers. At the time of writing, we are in the se-
lection process, so stay tuned.

Conclusion

Teamsite is an expensive solution to enterprise-wide
content management that the Getty is in the fortu-
nate position to be able to afford. Moreover, our
Web strategy is such that we require an ‘industrial
grade’ CMS such as this to achieve our goals. The
implementation involved a significant amount of
planning, strategizing and work plus a high level of
technical skill and support.The ongoing maintenance
and development of the site through Teamsite has
greatly increased the skill level of the Web group
and shifted the typical requirements of a ‘manually’
maintained Website. In some areas it has polarized
the webgroup resources, requiring more technical
people to work on the ‘back end’ but fewer techni-
cal and fewer Web-literate people on the ‘front end’.
The executive-level expectation of a CMS is often
a reduction in resources required for Web site de-
velopment.To a certain extent this is true; however,
those reduced resources are at a higher technical
level that may offset any perceived budgetary re-
ductions. For us, the webgroup is just as busy after
the implementation. The difference is that we're
accomplishing more.
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Here and There: Managing Multiply-Purposed Digital
Assets on the Duyfken Web site

Marjolein Towler, CONSULTAS Pty Ltd.,Valerie Hobbs and
Diarmuid Pigott, Murdoch University, Australia

Abstract

In this paper we describe a model for managing a dynamic Web site with multiple concurrent versions.The voyage of
the Duyfken replica from Australia to the Netherlands has generated great interest in its associated Web site,and it is
now planned to extend the original site to mirror sites in both Australia and the Netherlands, each completely
bilingual, resulting in four different virtual Web sites. However, the look and feel of the Web site needs to be the same
across all the virtual sites,and the media resource used will be the same.We propose a solution based on multiple sets
of concurrent metadata,and discuss some general implications of this approach for metadata harvesting and resource
discovery.We describe our prototype, which is based on a database that handles parallel sets of metadata, together
with the process for accession and annotation of media artefacts, and the dynamic generation of the Web pages from

the database.

Keywords: metadata, repurposing, narrative, dynamic Web site, media repository, bilingual

introduction

The Duyfken Web site is the on-line exhibition of
the Duyfken Replica. It serves to tell the story of
the conception, construction and embarkation of
the replica, and thereafter to recount its voyages
around the world, much as the broadsheets in-
formed the citizens of Haarlem and Amsterdam of
the progress of the original voyage in the |7th
Century. The Web site is the only exhibition avail-
able when the ship is between ports, and is cur-
rently charting the progress of the VOC2002
Voyagie. It is now planned to extend the original
site to mirror sites in both Australia and the Neth-
erlands, each completely bilingual, resulting in four
different virtual Web sites.

In this paper we describe the remodeling of the
Duyfken Web site to accommodate multiple con-
current versions, of different languages and loca-
tions, dynamically delivered to the Web pages from
a database and a media repository.The case of the
Duyfken Web site provides us with a rare instance
where we can examine the theoretical issues in-
volved in multiple concurrency of semantic roles
of media artefacts within the context of a practical
example with real life pressures and constraints.

WVe first present a description of the Duyfken Rep-
lica project and the parallel development of theWeb

Museums and the Web 2002: Proceedings

site. This demonstrates what the situation we are
now facing is and how it came to be that way.We
then describe the proposed remodelling of the site
database and the revised procedures required to
create it, drawing on the analysis of patterns in se-
mantic usage and repurposing of media artefacts,
and on the ways metadata is used to focus a re-
source to a goal-driven functionality.

The 1606 Duyfken Replica

In 1606 Duyfken, owned by the Dutch East India
Company (YOC) and stationed in the East Indies,
made a voyage of exploration looking for east and
south lands which took it on the first historically
recorded voyage to Australia. As part of bringing
Australian history to life, the Duyfken replica was
built at the Lotteries DuyfkenVillage Shipyard in front
of the Maritime Museum in Fremantle,Western Aus-
tralia. Duyfken was built plank first,a method devel-
oped by Dutch shipwrights of the 16th and |7th
Centuries. No original plans of any ship from the
Age of Discovery exist because shipwrights did not
use plans drawn on paper or parchment.The only
plans were in the master-shipwright's head, and the
ships themselves were built by eye. Although repli-
cas or reconstructions of several Age of Discovery
ships have been built in recent times, few of them
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seem to be able to sail anything like as well as the
original ships, proving how little we understand of
how these ships were built originally.

One of the stated objectives of the Duyfken Replica
Project has been to produce a reconstruction that
sails well enough to emulate the achievements of
the original Duyfken (see http://www.duyfken.com/
replica/experimental.html). So since she was
launched, the finished Duyfken replica undertook
the re-enactment expedition from Banda, Indone-
sia, to the Pennefather River in North Queensland,
Australia, in 2000 (http://www.duyfken.com/expe-
dition/index.html). She is indeed one of the few
square rig replicas of that era capable of making an
extended voyage under sail and, according to the
known records, lives up to the performance of the
original ship.She is currently sailing the original Spice
Route in the wake of her 17th Century predeces-
sor on her way to The Netherlands for the 2002 400
year VOC Celebrations (http://www.duyfken.com/
voyagie/index.html). ’

Duyfken Web site - original

The Web site www.duyfken.com, built by Marjolein
Towler and her team from Consultas Pty Ltd, is the
on-line exhibition of the Duyfken Replica. It was
initially developed to set the record straight. Four
Duyfken Web sites had sprung up over a period of
6 months after the laying of the keel. None of these
were under the control of the Replica Foundation
and in some cases were simply factually inaccurate.
The Web site was built to make correct informa-
tion available about the original ship and its histori-
cal significance. Collaboration between developer
(understanding technology and communication
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Figure | : Original Duyfken Webt site

through digital media) and content expert (under-
standing on a deep level what is relevant to the
topic)is crucial to any interactive media (Web) de-
velopment, and Nick Burningham, maritime histo-
rian and the principal researcher and designer of
the Duyfken replica, contributed his research and
wrote all the original content.

The Web site also kept Web visitors informed of
the building progress of the replica. The shipyard

* was open to visitors, so the physical building pro-

cess was on exhibit; however, the Web site pro-
vided a central point of access to a wider audience,
albeit only those with on-line access.The site was
also used for Western Australian school curricu-
lum activities,and it built a solid audience of follow-
ers from around the world.

The initial Web design was of a simple static HTML
page nature. The structure took into account the
kind of audiences we thought at the time would be
interested in the topic:tall ship aficionados, primary
school children, the Dutch and Dutch Australians,
fellow maritime archaeologists, the Friends of the
Duyfken association, historians, people interested
in (model) ship building and ships in general, his-
tory, and wood working. This was a very broad au-
dience to please, so although the information struc-
ture took the ship as its focal point, we tried to
incorporate enough interest for any of the specific
audience groups we identified.

The original Web site had two major topics: Original
Duyfken and Replica Duyfken, which each expanded to
anumber of relevant subtopics. In addition there were
general topics available such as Seafarers Links and a
Sponsors page.Any visitor arriving at the homepage
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was presented with an introductory paragraph and
could then traverse to either topic or all subtopics
from every page.

To accommodate the different learning styles of us-
ers,we incorporated iconographic as well as text links.
The screen layout was designed to fit on a
640x480pixel screen display and we limited the colour
use to accommodate 256 colour displays. No moving
images were added, since from a technology perspec-
tive we needed to accommodate low-end receivers
and slow modem connections.We even limited the
use of frames, because older Web browsers did not
support them.The site was designed to look identical
on both major browsers of the day (1997): Netscape
and Internet Explorer,and we recommended version
3.0 or higher for both.

The only additions that were made to the Web site
content in that time were the photographs of the
replica building progress and after much agonizing -
because it required a plug-in - QuickTime VR pan-
oramas of the same topic.These were produced by
Geoff Jagoe and Barb de la Hunty from Mastery
Multimedia who offered their expertise. Collectively
we argued that being able to see the ship through
the panoramas did significantly add to the experi-
ence of the Web visitor, enough to justify the wait
for the plug-in download, anyway. For those users
who did not want to go through with that, there
were enough static images readily available.

Content changes and additions had to be made by
the Web developers, because it required HTML
editing. This was limited to once a month.

duyfken.com Chevron 2000 Re-enactment
Expedition

After her launch, the ship took off on the Chevron
2000 Expedition. This re-enactment journey took
her from Fremantle, Western Australia, to Jakarta,
Indonesia. From there she traveled the original jour-
ney to the Pennefather River in North Queensland
via the Spice Islands (http://www.duyfken.com/ex-
pedition/index.html).

This dramatically changed the requirement for the
Web site, because the ship cannot be a physical
exhibit when between ports. It thus became clear
that the Web site is the only exhibit when the ship
is at sea, and the only means of communicating her

whereabouts to an audience.The kind of audiences
interested in such aWeb site expanded too.Adven-
ture seekers, armchair travelers, sailing aficionados
were added to the list. The site underwent a major
overhaul in its layout and interface, partly to ac-
commodate the Expedition section and partly to
signify change, so regular visitors would realise that
there was additional material.

The primary focus became the Expedition;the origi-
nal content remained but became ancillary mate-
rial. The navigation changed to reflect the different
choices available and the Expedition section of the
site was designed to look significantly different to
indicate its separate status. However, we did make
the clear choice to maintain the overall Web site
homepage, and not make the Expedition homepage
the main entry into the site. Our arguments were
that the site was still the Duyfken Foundation Web
site, not just the Expeditions, and that new visitors
would not know of the entire topic choice if all
they were presented with was the Expedition
homepage.

We also made a concession to technology devel-
opments: the screen size grew to 800x600 pixels
and the colour settings to | 6bit.After 3 years, nearly
an eternity in technology terms, we felt that we
would not leave too many users behind by doing
this.

The content needs changed dramatically too. The
project director Graeme Cocks wanted to explore
the idea of incorporating the Captains Log on the
Web site with the potential to update it daily. This
was the basis on which the dynamic database model
was brought in.The captain of the ship at the time,
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Figure 3 : Chevron 2000 Expedition
homepage - 2000
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Peter Manthorpe, e-mailed his logs via satellite to
the land station, the Duyfken Foundation office in
Fremantle.Anybody at hand there could and would
go simply on-line to a secure URL and upload the
logs into the database. Photo images of the journey
were sent intermittently either when a reliable
phone connection could be made, or when exposed
film could be sent to Fremantle for development
and scanning. Once digitized the images were up-
loaded in the database using the same procedure.
This also happened to the QuickTime VR panora-
mas that Nick Burningham produced during the
Expedition.

A bulletin board was added to the site to allow site
visitors to leave messages. This system was set up
to be moderated, but that was never explained well
by the programmers, so it did not prove very suc-
cessful. The project director used it a number of
times for uploading press releases.
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Figure 5 : Homepage for Original Duyfken
section 2001

Figure 7 : Homepage 2000 Expedition
remained unchanged 2001

The database was built to receive the messages, but
it was rather unyielding. The more Log messages
were |oaded, the longer it took to upload. In the
end it was so slow the programmers of the system
had to come in to change the time out settings on
the server. It was not user friendly to ordinary
modem use, let alone slow connections in faraway
places.

From a design perspective, there were limitations
to0o.The database structure required page templates
to be developed. Additional sections were not so
easily incorporated, especially not if they required
dynamic access, which needed specialist program-
ming. It also required an ISP that allowed client soft-
ware to be placed on their servers, and that limited
the choice of ISPs available.

The advantage was that anybody could upload text
and image material through the administration con-
sole;it did not required any specialist knowledge of
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HTML or FTPThis was very important for the Foun-
dation, since as a non-profit organization it was
largely dependent on volunteers.

duyfken.com VOC2002 Voyagie

All the dynamic content in the Expedition database
was transported to a static HTML format.This made
that content more stable (although it increased the
size of the Web site to around 600 pages). It also
cleared the way to set up the new Voyagie section
with a database connected through ASP, which can
be edited dynamically through an HTML adminis-
tration console on a secure URL.

TheVoyagie section has five dynamic sections: Cap-
tains Log, News & Events, Image Galleries, Whats
New and the Dutch version of the Captains Log
(Scheepsjournaal).Again, as with the Expedition sec-
tion, the administrator can upload any data (text,
images, QuickTime VR panoramas) through this
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console to those sections, including the daily logs
the current captain, Glenn Williams, emails via sat-
ellite.

The database underwent a redesign from the origi-
nal Expedition one. |t was set up to allow for smaller
monthly sections to be made. This limits the data
entries to no more than 31 (the maximum days in a
month), thus limiting the slowdown effect too much
data had on the upload procedure. It also not only
has a secure URL, but now also requires password
access to avoid any accidental or malicious access
by unauthorized users.

The interface of the dynamic data pages also changed
due to feedback from users.The Captains Log pages
of the Expedition were on a dark background, which
was very dramatic and aesthetically pleasing as well
as easy to read from the screen. However, most
visitors wanted to print the logs out for keeping, or
reading on paper, and we accommodated that by
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developing a light background for the Captains Logs
in the Voyagie section.

TheVOC2002 Voyagie brought an even greater sig-
nificance than was already there to the Dutch con-
nection, and there was an extensive debate about
making the site available in Dutch. At the moment
the only Dutch part on the site is the
Scheepsjournaal, the Dutch translation of the Cap-
tains Log.The Duyfken is sailing to the Netherlands
and will be traveling to all oldVOC ports when she
is there.There are great VOC celebrations planned
in the Netherlands throughout the coming year to
commemorate the start of the VOC four hundred
years ago.All this has posed some problems around
control over the database, protocols of access to
the database and the way the information is dis-
played to the individual Web visitor.

The Current Site and its Challenges

TheWeb site now contains of a mixture of archival,
relatively static material retained from the original
site,and the extremely dynamicVoyagie section that
charts the progress of the replica day-by-day, pro-
viding an ongoing narrative of the expedition. Fol-
lowing the great interest generated in the voyage,
the Duyfken Foundation wants to translate the en-
tire site into Dutch, and in addition, for speed of
access reasons, to create a mirror site of the entire
development in the Netherlands.

The site currently consists of a single English lan-
guage site sitting on an NT server at VWeb Central,
an Australian ISP.The proposed changes effectively
mean doubling the site and having both Dutch and
English versions sitting side-by-side atWeb Central,
and a mirror of the site (Dutch/English) on an NT
Server at an ISP in the Netherlands. The language
issue dictates that there would be more than one
person with access and in more than one location
(Australia/Netherlands), and there could well be a
need to have slightly differing information, especially
in News & Events once the Duyfken has arrived in
the Netherlands. Thus, instead of a single site, we
are looking at having four different virtual sites, each
potentially with differing content: English language
inAustralia, Dutch language in Australia, English lan-
guage in the Netherlands, and Dutch language in
the Netherlands.

123

All this has serious ramifications for the dynamic up-
loading of data through the administration console.
With the division of the single site into four concur-
rent virtual sites, there is the potential for problems
with control of content and media: it is essential that
there be some sort of process control to ensure that
one site does not lag behind the others, and that one
site cannot be updated without the others, both in
terms of copy (textual content) and media content
(still images, movies, logs and so on).

This type of problem is normally addressed in soft-
ware engineering by a version-control system, and
for the Duyfken Web site we require a site-
versioning system that permits multiple concurrency.
What is needed is a system that not only enables
the recording of files and their provenance and physi-
cal usage but also manages and preserves their
contextuality and their semantic usage.

The Problem of Multiply-purposed
Media

While the revised Web site has at its core a trans-
fer to a fully data-driven solution, its defining fea-
ture is that it is a metadata-driven solution. If a
Website is to fit into the general milieu of RDF in
the CIMI schema, the appropriate designation of
semantic metadata to the media resource is essen-
tial (Dunn, 2000 ; Perkins, 2001) . On a static Web
site, the metadata is assigned to the entire page,
even if the significance of the metadata is the de-
noting of particular media resources within that
page. In the context of dynamic delivery from a
database and a media repository, such as we have
here, the metadata must be preserved and distrib-
uted at artefact level, if individual items are not to
be bibliographically lost.

The critical moment in the life of a media artefact
is when it is semantically bound, either directy to a
purpose or by proxy to a purpose through a docu-
ment such as aWeb page. This is the only point at
which intelligence is applied in the form of the skill
and judgement of the curator. As media artefacts
are at best only minimally self-referential, it is this
act of binding that enables automatic sorting, selec-
tion and retrieval of sets of artefacts within the re-
pository. The metadata derived from the use then
stands for and represents the artefact within the
system.
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And yet, paradoxically, this act of representation is
also necessarily a lens of distortion (Lagoze, 2000)
, and properly so - this is how we can focus on
salient details at the expense of details of generali-
ties. But this act of distortion means that in
repurposing, the specific semantic role metadata
cannot be reused, because there is no logical rea-
son for assuming that this beneficial distorting of
reality will be equally beneficial to the role antici-
pated in the repurposing. In other words, although
the usages are themselves pertaining to the same
artefact, they represent different aspects of reality.

Moreover, every subsequent reuse modifies the net
effect of the pre-existing usages. We have argued
elsewhere that there must be a set of protocols
established in repurposing to ensure that meanings
stored in multimedia databases do not drift (Pigott,
Hobbs, & Gammack, 2001) .

There are two aspects of multimedia repositories
that have implications for metadata practice and
artefact repurposing. At system level, we can see
that the repository has a telos, or purpose, and in-
tended audience, within its overall theme:adult and
child versions of a museum site, or subscriber and
free versions of a digital library; or here, the four
virtual sites of the Duyfken project.At artefact level,
we can consider the usage pattern that the artefact
follows throughout its life, through use, repurposing
and archiving, which has implications for the extent
to which usage is generic or specific, or lying at
some stage in between.

These twin dimensions require that we have two
aspects to the metadata also: the teleological to tar-
get the intended audience, and the abstractive to
ensure the correct level of specificity is used.

When we consider the teleological aspect, we can
see that for each instance of metadata usage, there
must be a prescribed context of metadata usage,
which gives explicit instructions on what constraints
are being used, and how these rules are to be ap-
plied.This we can term the metadata frame of refer-
ence, as that is what gives a meaning to the indi-
vidual usage. A proper program of metadata usage
therefore involves the objects for annotation, the
instances of annotation,and the rules and keyword
sets (the authority set) to use for that annotation.

When we consider the usage pattern aspect, we
see that when a media artefact first comes into
contact with the repository, it is the decision of the
curator that determines its usage pattern, and hence
the specific or general nature of the metadata re-
quired.There are three main patterns:

* The immediate permanent use pattern is where
an artefact arrives and is immediately put to use.
In this case, it must be catalogued with metadata
specific to that use.

* The immediate archive pattern is where there is
no immediate use for the artefact, but it still has
the potential for some later, unspecified usage.
Here the metadata needs to be general to en-
able the artefact to be retrieved for a variety of
purposes, none of which is known at the mo-
ment of accession.

* The immediate transitory use pattern is where the
artefact is to be used for some short-term spe-
cific purpose and then archived. Here the cura-
tor needs to strike a balance between the short-
term specific and long-term generic metadata.

There is a special case of usage pattern that we
meet in the Duyfken project: the immediate concur-
rent use pattern, where an artefact has more than
one semantic purpose at the moment of accession
(permanent or transitory).These parallel meanings
will remain linked through at least the initial part of
the artefacts life. Here we need to have multiple
sets of specific terms, one for each purpose, and to
be able to manage and exploit that relatedness
within the overall systematic of organization and
retrieval.

When we superimpose the usage pattern of the
artefact on top of its teleological aspect, we meet
with the problem of continuity and change described
in Pigott et al. (2001) , where we discussed the sur-
vival of authorial intent; and in Gammack, Pigott, &
Hobbs (2001) . If early binding to a specific use re-
quires specific metadata, any later repurposing to
another specific use will require metadata specific
to that use, a situation which is at least potentially
conflicting. If the artefacts have been catalogued with
generic metadata, however, a later specific use can
be accommodated.This is exactly the problem that
we must manage in establishing the systematics of
the virtual sites of the Duyfken Web site.
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Parallel Metadata:a Prototype for the
Revised Duyfken Web site

Our solution is built on a database that lets us rep-
resent concurrent use in the Web site, in the form
of parallel metadata for media artefacts stored and
maintained for the four virtual sites, so that the
correct version is available to be called upon for a
particular site and language. Over and above this
base requirement, we need to ensure that we rep-
resent the components in such a way that the site
of which they are a part can preserve its narrative
structure, in order that we may call on those re-
sources in the correct context.

We therefore have several clear objectives for the
prototype:

I. It must retain the existing style of the site, and
permit it to expand to four separate, yet parallel,
site.

2. To accomplish this, it must permit separate sets
of metadata for each of the four concurrent us-
ages (English languageAustralian site, EnglishNL,
DutchAustralia, DutchNL).

3. This metadata should fit into the industry stan-
dard practices of defining and exploiting metadata
in order that the local expenditure of effort have
a universal return.

4. There should be a naturalistic process for the
accession/cataloguing of media, to permit an un-
obtrusive capturing of the metadata and its stor-
age for the appropriate virtual site.

5. There should be a process for generating the
Web pages in context that gives rise to the dy-
namic delivery of the four separate virtual sites,a
process which should also ensure the narrative
of the particular site is preserved.

When we modeled the database, we identified four
main entities of interest: Event, Setting, Place and
Agent. The data model centres on the concept of
an EVENT. Events are things that happen; on the
voyage, or before or after it stages in building the
replica, the departure and arrival of the ship, indi-
vidual passages and stays at ports, and the news
and events, including captains log, that are mailed
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regularly to the Web site. Events are linked with
other events through a recursive relationship, as an
event such as a stay at a port is also part of the
larger event of the relevant passage, which itself is
part of the entire voyage.We also note that since
the Web site is itself part of the events of the voy-
age, charting as it does its chronology and narrrative,
the construction of each Web page will also be re-
corded in the database as an event, and the Web
pages themselves stored as artefacts.

Events occur at Places, such as ports or unnamed
locations of latitude/longitude; and in a particular
Setting, which could be on the ship, a particular part
of the ship, or onshore. Events have Agents associ-
ated with them. Agents can be individual people,
crew positions, or collective groups such as crew
or land staff. Again, each of these entities is in a
recursive relationship with itself, as each place or
setting may be a part of a larger whole, and indi-
vidual agents may be part of a group.

The relationships identified among the entities en-
able the narrative structure of the Voyagie site to
be represented, as well as the more static informa-
tion present in the original site. Since all the main
entities are in recursive relationships, the inherent
hierarchies in the Duyfken voyage can be modeled.
This allows us to extract more complex combina-
tions of information, for example getting connec-
tions between legs of the journey and members of
crew, via ports of call, and the watches of the night.

In the Duyfken Web site, we have four virtual sites,
consisting of the combinations of two languages and
two countries. So, for each physical media artefact
playing its particular role in the narrative, we need
to consider four sets of metadata. We can identify
several possibilities resulting from this:

I. The language is different, but the site makes no
difference to the metadata that is used.This oc-
curs with the technical metadata, where there is
no interpretation involved, and also with the con-
ventional data in the Event, Place, Setting and
Agent tables.This situation can be accommodated
by having dual language fields within the same
record. (Although this is a hard coding solution it
is simplest to manage and is justifiable here as it
is unlikely that any other languages will be re-
quired for the site.)
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2. The site at which the artefact is used may im-
pose a different interpretation on it. For example,
the same image could be captioned differently in
the Netherlands and in Australia. This involves not
just language translation, but a different set of
semantic metadata. For this situation, we use four
parallel metadata records.

3.If the interpretation or translation required for a
site involves editing or copying the artefact, we
end up with multiple physical artefacts: for ex-
ample, each entry in the Captains Log/
Scheepsjournal is stored as two separate docu-
ments. Each document, being a separate artefact,
would then require dual language fields for the
technical metadata and four parallel records for
the semantic metadata, as described above.

Process for Accessioning

The Web site, and therefore the database which
underpins it, is a live chronicle of events.The selec-
tion of media for a section of the narrative is done
by a series of page wizards, permitting searching
for material either generally or specifically,and from
the perspective of an entity or from a unified set
based on the metadata.An interesting challenge here
is to present multiple possibilities for keyword or
character/place referencing without losing the flow
of the selection process.

TheWeb pages are designed to have zones of place-
ment, as close to the current Duyfken site as pos-
sible. Use of a cascading style sheet in conjunction
with the stored text permits a set of different se-
mantically purposed page regions, each with con-
tent that is apposite and current. The use of sum-
mary textual metadata permits headlines to be cre-
ated,and serve as keyholes to the pages where the
information is given in full, and also from each sec-
tion to a set of previous entries for that section.
This fits in nicely with the image of the site as a narra-
tive chronology, similar to that in old Amsterdam.
There is a strong publishing feel to the site, which
enhances its feeling of vitality and immediacy.

The new Web site will have curators in each coun-
try whose responsibility it is to add the media and
data to the database. Although there need to be
four virtual curators, one for each site, the roles
could be filled by anything from one to four or more
individuals; thus in the following discussion, curator

Figure |3: Process for accessioning

refers to the appropriate virtual curator. The se-
cure access of the existing site will be continued,
and curators will be required to log in with pass-
words.

Media artefacts and notification of events will ar-
rive regularly, as the voyage progresses,and the da-
tabase, media repository and Web pages will be
updated at the same time, in the context of the
ongoing narrative. Figure |13 illustrates the logical
process of accession of media and data and the
delivery of Web pages.

The new site is event driven, and there are three
different kinds of stimulus from the world that the
curator must respond to:

* The arrival of new media artefacts, such as im-
ages or an e-mail of the Captains Log. These
artefacts will always be part of the context of an
event, whether new or previous.

* An event happening, such as arrival at a port
(which may or may not have accompanying media).

* A general need for updating the site.

‘Each of these stimuli is a trigger that causes the

curator to be notified, using internal messaging, that
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the system requires attention.We will now describe
each of these processes in turn.

When new media artefacts arrive, there is likely to
be a surplus of artefacts, and the first judgement of
the curator will be one of appropriateness of the
artefact (be it still image, recording, e-mail, movie)
to the immediate site narrative. In some instances
(the Captains Log is the main one) the artefact is
immediately needed for all locations (and in the case
of the log,it must be translated and a separate docu-
ment created). With a set of volunteer images of a
stay at a port,on the other hand, it may be that only
three images out of 20 would be used.

The next question arises as to the usage status and
the metadata requirements of the remainder. As
discussed previously, there will be a tradeoff be-
tween very specific metadata for immediate use,
and more general metadata for archival use. The
artefacts that are immediately archived are often
going to be very similar to the ones selected for
immediate use, and a level of description and
keywording will be aimed for to permit a general
location, but perhaps not the detailed analysis of
action and character of an artefact designated for
immediate use.

It is essential that every artefact receive its full
complement of parallel metadata, and that this pro-
cess be managed. A system of locking will ensure
that it is impossible for more than one curator si-
multaneously to access and catalogue the same arte-
fact,and a set of pages inserted after the initial ac-
cession pages present in the original facilitates the
addition of the metadata.The metadata will be drawn
from best practice technical metadata requirement
and the selected semantic role metadata sets.

The first curator to respond to the message would
be the one to add metadata from an agreed set,
with place-holding metadata put in the system for
subsequent curators. The place-holding metadata
will be generic rather than specific, and will be in
the appropriate language for the usage, drawn from
key-paired thesaurus and similar wordsets, wherein
every entry in the thesaurus will have a Dutch as
well as an English term. The titles, descriptions and
other free text will have to be left with a translator,
or team of translators, who will be delegated the
individual tasks automatically by internal messaging.
The next point in the chain is a form of copying-on,
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Figure 14. Curatorial workflow.

whereby the archived (not immediately used)
artefacts are given some of the used, generic,
metadata automatically (Figure 14).

The second curator on the scene follows the same
process of selecting from the artefact set and ac-
cepting or amending the default metadata, and if
necessary adding specific metadata. It may also be
that the second curator finds an alternative arte-
fact in the batch to suit their purposes better, in
which case, the two sites will not have identical
media artefact usage.

The artefacts are all placed into a media repository,
which is automatically mirrored, and updated daily.
This ensures that there are no bandwidth con-
straints in the delivery of media for analysis.

As the media artefacts will always added be in a
context the context of an event, agent, place or
setting the possibility of adding a new record to

1 3 3 the database tables at the same time has to be taken
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into account. Again, the first curator would enter
the information, and the other language version
would be delegated to the translators.

The second case that the curator must respond to
is when events occur and trigger an update to the
database but without accompanying media. In this
case, the curator may need to search through the
existing media repository to locate suitable media
artefacts for illustration.

Finally, there is always the need for the Web site to
be fresh and interesting for visitors, so in the ab-
sence of any new media or events to be recorded,
it may be necessary for the curator to write copy
on more general themes. This could be prompted
on a time or calendar basis. Here the curator may
need to search the database for suitable media and
perhaps also for stories from the records of events.

After the completion of each update of aWeb page
at a virtual site, the creation of the page is itself
recorded as an event and the Web page is stored as
part of the media repository. An interesting side-
effect of the Web site creating dynamic pages as a
chronicle is that the contents, while dynamic, are
representative of their period of currency, and so
themselves become the subject of harvesting and
storage. It is interesting to consider whether the
individual pages will require the direct attention of
the editor for adding metadata presumably the re-
quirement for internal monitoring of the site could
well have this as a clear benefit, with the response
of the site to certain events being indicated with
candour for internal purposes where they would
not have been evident from the site itself.

What distinguishes the Duyfken project is the need
for the parallel versions to remain concurrent in
time throughout the constantly dynamic process
of updating the narrative. Ideally, updates to the four
virtual sites would be handled as a single transac-
tion, so that no version lags behind the others. In
practice, however, it may be necessary to set a
timeout period so that if for any reason a curator
fails to respond to a message by posting an update,
the remaining sites are not held up indefinitely.

Implementation

The Web site is currently on aWindows NT server
using ASP, with a perl/mysql backend delivering media

as required.There is a hybrid ECMAScript (JavaScript)
and ASP development environment, showing the dif-
ferent stages of the project development, as described
in the introduction. The initial prototype, replacing
the Voyagie/ship's journal section, was done with the
Pasigraphy scripting environment (developed by D.
Pigott) and had the data in Microsoft Access tables
under [IS5.

The next stage, the pilot project, makes use of a
straightforward ASP/ADO format, designed and
managed through Microsoft FrontPage. The
interoperability of IIS 5 with FrontPage and the rela-
tive ease of use for the non-technical user will make
it possible for the curators to experiment with alter-
native features in relative safety, due to the
componentisation of the design. The choice of this
platform was made partly for reasons of continuity,
and partly with a view to making a generalisable solu-
tion that would be usable elsewhere. The tables are
currently in a SQLServer7 backend, but upgrading to
SQLServer 2000 presents no challenges at all.

The movement of files is done via HT TP Upload to
avoid any potential confusion associated with stan-
dard UNIX ftp.The exchange of metadata and the
new entities is done automatically by time-triggered
stored procedures, while the inter-curatorial com-
munication is done by an internal, project-style,
messaging system. It is hoped that by designing the
system to be scalable, there will be no barrier to
repurposing the system itself.

The design of the database was done using the en-
tity-media modeling methodology (Hobbs & Pigott,
2002) and the process of designing for concurrency
is described in Hobbs, Pigott & Towler (in prep).An
unusual feature of the design is the recursive na-
ture of the four principal entities involved, which
has led to an unusually adaptable system for query-
ing and producing network reports. The parallel
metadata as required for the virtual sites is stored
using dual language fields for technical metadata and
conventional data,and separate records for seman-
tic metadata. Keyword sets with linked terms are
used to accommodate the complex nature of bilin-
gual synonymy.

In terms of the choice of media artefact formats,
although the Duyfken project is to a large degree

' archival, there has had to be a trade-off between

the needs of archiving material (long term, guaran-
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teed readability, multiple store, etc) and the needs
of the site, which is to be maximally viewable, with
an optimum download. Certainly the Duyfken voy-
age is of interest to places where it calls on its way,
and there is a responsibility of the site to permit
easy viewing for those on the other side of the digital
divide. Moreover, there has been no way of guaran-
teeing a single standard for quality where some of
the digital material is volunteered, and already ar-
rives in a digital format.The choice to date has been
to opt for high quality JPEG formats, QuickTimeVR
and HTML4 compliant text.With the transition to
the new site, the needs of longevity are probably
better served by continuity,due to the massive task
of retroconversion. Certainly, embracing formats
such as fractal compression or wavelet compres-
sion ahead of their general availability in browsers
would go against the VVeb sites principle of univer-
sality of access.

The Duyfken Web Site and Resource
Discovery

The late-binding use of media and text resources in
the revised Web site not only makes for timeliness
and accuracy, but also makes it possible to have an
inventory of the entire media resource pool, and
the benefits that entails. Not only are there savings
in time and money through the reuse of media
artefacts, but we are also moving towards an envi-
ronment of repurposing and media discovery, and
the increased semantic richness that arrives with
that discovery. It is the intention that (though the
pages are dynamically created) the Duyfken Web
site be a source for Dublin Core compliant har-
vesting, to permit discovery by other museum and
historical presences on the Internet. But in facing
up to the challenges this presents, some problems
are immediately apparent.

The IFLA FRBR common logical method for
metadata presents the information resource in one
of four states:Work, Expression, Manifestation and
Item (Bearman, Miller, Rust, Trant, & Weibel, 1999) .
It is not straightforward to fit the work of the
Duyfken Web site into this paradigm, however, for
several reasons.

The fundamental nature of the DC paradigm is of

works of cultural significance being described and
accessed, reflecting its bookish and artistic heritage.
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This is not readily applicable to our situation. The
artefacts are not necessarily of worth in themselves,
and there is a documentary rather than an artistic
presence on the Web site (this is not to deny the
aesthetic worth, but rather to describe its direc-
tion).There is no real creator or authorship of im-
portance, but rather the story itself is the main bearer.
The sailors themselves are telling the story through
their actions, and that is the authorial component
that should be stressed.

Neither is there any manifestation of importance.
The presence of the media artefacts here are all of
an illustrative nature: here we are concerned with
trying to represent events, and artefacts are cho-
sen for their ability to represent that narrative,
rather than for any significance in themselves.

That said, what can we gain from the insight of the
OAG and the DC? Certainly the paradigm of
interoperability is crucial here: permitting the dis-
covery of information through judicious use of RDF,
and through the appropriate access to properly
accessioned media artefacts in a repository, is the
responsibility of the conscientious cultural store
point-of-presence so what can be asked of the site
itself in this paradigm? Here we find resource dis-
covery not so much between the harvester and the
site components, but as part of the harvesting of
the site itself as a resource; so metadata practice
should have as its first priority harvesting of the
site as a narrative rather than individual points of
access to the site.

Perhaps it would be more appropriate to consider
the types of requests that might be made of the
repository in actual use. Here questions would be
asked of the site as of an expert on Dutch mari-
time history, so the resources could be exposed
and harvested in the form of specific rather than
general queries. Not so much what media have you
available as what can you tell me about this subject
in particular? This goes back to our earlier discus-
sion of how metadata information should be pre-
pared for early and late binding use.

Editor’'s Note:A chronology of the Dufken Web Site can
be found in the electronic version of this paper
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Increase Teacher Usage of the ArtsConnectEd
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Abstract

In 2000, two Minnesota art museums began the development of statewide networks for training teachers to integrate
internet-based educational tools and resources into their classrooms and teaching techniques. This paper examines
the design and implementation of a train-the-trainer program designed to promote the use of www.artsconnected.org
(2 Web site developed jointly by The Minneapolis Institute of Arts and Walker Art Center) in classrooms across the
state of Minnesota.The goals of the program: 1) create a collaborative laboratory for exploring meaningful classroom
applications of on-line teacher resources; 2) create a community that will sustain the use of on-line teacher resources
throughout Minnesota; 3) build bridges between the cultures of the classroom and the art museum; 4) increase the
sophistication of teachers’ use of on-line teacher resources; and 5) expand teachers’ use of technology in general.
Personal anecdotes and valuable lessons learned through formal evaluation of this program illuminate global issues of

interest to all museum educators.

Keywords:teachers, teacher training, K- 2 teachers, K- 12 classrooms, education, K- 1 2 education, art education, museum education,
museumn collections, museum Web site, lesson plans, Internet, Web site, partnership.

Introduction

Two Minnesota art museums have developed a
statewide network for training teachers to inte-
grateArtsConnectEd, an internet-based educational
resource, into traditional classrooms and teaching
techniques. A train-the-trainer program was de-
signed to promote the use of www.artsconnected
.org (a Web site developed jointly by The Minne-
apolis Institute of Arts and Walker Art Center) in
classrooms across the state of Minnesota.

The Evolving Partnership

The partnership between the Education Depart-
ments of The Minneapolis Institute of Arts (MIA)
and the Walker Art Center began in 1995 when
each museum designed catalogues of educational
resources for teachers and mailed them together
in one envelope.The joint mailing required that the
museums collaborate on design and pool their mail-
ing lists and share mailing costs.The response from
the K-12 teaching community in Minnesota was very
positive, Teachers expressed the sentiment that fi-
nally the two largest art museums in the state had
quit competing with each other and focused on serv-
ing teachers.

Museums and the Web 2002: Proceedings
Archives & Museum Informatics, 2002, p. 137

As theWeb emerged, both museums also made their
catalogues available electronically through their re-
spective Web sites. Simultaneously, some of the
material listed in the catalogues was being converted
for on-line delivery. Originally the on-line catalogues
and other electronic teaching resources were
straight HTML.As interest in these resources grew,
so did the desire to make the material searchable.
In addition, both museums began to digitize their
art collections to participate as founding members
of the Art Museum Image Consortium (http://
www.amico.org). In 1997, the Minnesota Office of
Technology began offering funding to encourage the
development of on-line resources. During this year,
technology staff from the MIA and Walker met to
explore on-line project ideas that might overlap,
address State funding requirements, and further
bolster each museum’s commitment to on-line re-
sources.The Integrated Art Information Access Pro-
gram, later renamed ArtsConnectEd, was the prod-
uct of these meetings.

Technical Grassroots

ArtsConnectEd grew to become a portal to the

1 3 7 combined digital resources of the MIA and Walker,
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including works of art, educational resources, au-
dio, video and text archives and library catalogues.
Funding opportunities as well as the educational
resource catalogues that were the birth of the part-
nership motivated the technologists to consider K-
12 educators a primary audience. In 1997, the Min-
nesota Department of Children, Families and Learn-
ing awarded ArtsConnected $ | million to continue
its work putting the collections of both museums
online.

Both the Walker and the MIA were struggling to
address growing demands to put traditional print-
based educational resources into the hands of edu-
cators, and ArtsConnectEd was designed to pro-
vide an unlimited 24/7 means of addressing those
demands. The museums quickly realized that they
would have to make an investment in helping teach-
ers use technology and the Internet. Wiring of
schools in Minnesota and nationwide was moving
quickly, and ArtsConnectEd developers assumed
that access would increase as quickly as new re-
sources were generated. ArtsConnectEd was able
to make a case as an investment in technology and
education,and in 1999 received an additional grant of
$2 million to continue its work for and with teachers.

Interface Design

ArtsConnectEd began with the idea that using query,
similar to Google as the primary interface for
searching the collections of both museums, would
best serve the audience of K-12 teachers. But fol-
lowing usabilty testing, technologists began
prototyping new interfaces designed to better suit
teachers’ needs. They enlisted the help of usability
experts and the museum educators at both institu-

VL MINKEAPOLIS INSTITUTE OF ARTS

arfscornected ==

& h =
Cainiloag potd ‘ “cazher g ung
3 RN

3 for your clavsroont i
b - Eikis )
4 IS
"
2 $iboary & erchivas R v d
j
[HIRER R e S

23 Crmmmam | (e | piyooined | gearcy [lam3=l
Ihn 17 afisspe Tineterte of Ak L7 Ker At Cantay 1
£2090 p-Grranrty 12gtd Adrfronsen

sapoli. B iovs el M

~
IR
[

Fig. I:ArtsConnectEd Home page

tions. The resulting interface, publicly released in
the fall of 1999,incorporated resource-specific que-
ries, wizard/assistants and menus to better meet
the needs and requirements of the K- 12 educational
audience.

Management by Committee

As the usage, care and feeding of ArtsConnectEd
began to grow, a more formal team structure was
needed to set and obtain long-term project goals.
Four committees composed of representatives from
both the MIA and the Walker were established to
achieve these ends: Steering Committee, Technol-
ogy Commiittee, Education Committee and Market-
ing Committee.The Education Committee defined
new content and resources to be made available
onArtsConnectEd and began to explore strategies
of training teachers to use it.

A State-wide Training Strategy
Equitable distribution

The state of Minnesota is 84,068 square miles and
contains 34| school districts to serve a population
of 4,610,000. The MIA and Walker are located in
the most densely populated urban area of Minne-
apolis, but the majority of Minnesota educators
outside the Twin City area were grossly under-
served. The state legislature wanted their invest-
ment in ArtsConnectEd to reach the whole state.
In order to secure additional funding from the state,
the museums needed to design their teacher train-
ing program to impact all of the state of Minnesota.

Part Marketing, Part Training

The ArtsConnectEd Education Committee identi-
fied two initial goals: to promote the use of
ArtsConnectEd in classrooms around Minnesota,
and to coach and support teachers learning to use
ArtsConnectEd. Providing teachers time to learn
to use ArtsConnectEd in a workshop setting might
help address the problems teachers have finding time
on their own for such professional development.
ArtsConnectEd teacher training could also supply
the support that teachers need in their use of tech-
nology and relieve school districts of some staff
development pressures felt around technology in
the classroom.
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The Train-the-Trainer Model

The ArtsConnectEd Education Committee began
its design of a state-wide teacher training program
by considering a traveling resource model such as
Plains Rolling Art Gallery (http://www.plainsart.org/
education/rpag.shtml) or Experience Music’s Elec-
tric Bus (http://www.emplive.com/visit/electricbus/
index.asp). However, this strategy had a “here and
gone” impact without lasting support, and one
trainer could reach only a small number of teach-
ers.The alternative approach of a train-the-trainer
model was conceived, using a pyramid system to
reach as many teachers as possible throughout Min-
nesota.

The train-the-trainer model is based on one lead
trainer developing a highly skilled core group of
teachers from around the state, who would in turn
conduct workshops in their regions.After consult-
ing lobbyists and administrators of both museums,
the Education Committee chose to recruit a core
group of 24 teachers, 18 from around the state and
six from the Minneapolis/St. Paul metro area. Each
member of this core group would contract to teach
at least four workshops of 15 teachers each after
they were trained, so 24 trainers would workshop
60 teachers each, resulting in a grand total of 1440
Minnesota teachers trained to use ArtsConnectEd
in their classrooms during the 2001-2002 school
year.Theorizing that each teacher is responsible for
at least 30 students during a school year, the Edu-
cation Committee estimated that students using
ArtsConnectEd could reach 43,200 during 2001-
2002.

ArtsConnectEd Training Mode!
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Fig.2:Training trainers

Project Budget

ArtsConnectEd money was dedicated to three pri-
mary areas: |) the continued digitization and con-
version of works of art and archives, 2) the devel-
opment of new content in the form of on-line edu-
cational resources, and 3) the statewide teacher-
training program.

While the Education Committee conceived the
strategies of the overall training program, its design
was facilitated through external contractors. Staff-
ing in the figures below is non-museum staffing.
Materials for training are included in the cost per
trainer.

YEAR ONE YEAR TWO

$5375 per trainer $1695 per trainer
just for training for workshops
$45,100 staffing cost | $57,400 staffing costs

$50,000 marketing
Table I: Project Budget

ArtsConnectEd Training Plan

Once the model for the training program was de-
termined, the Education Committee examined its
resources and decided that each trainer would re-
ceive a Macintosh G3 Powerbook computer in or-
der to ensure equal access to standardized equip-
ment and software. Each trainer would also receive
reimbursement for lodging and mileage and a $200
stipend to travel to Minneapolis for three training
sessions in 2001.In return, the trainers would com-
mit to use ArtsConnectEd with their students in
the classroom, as well as plan and deliver four
ArtsConnectEd workshops in their regions during
the 2001-2002 school year. Trainers would receive
a $200 stipend for each workshop they conducted
and an overall expense account of $500. During the
two-year training period the trainers would also
participate in an on-line threaded discussion list with
the lead trainer and each other, as well as partici-
pate in an evaluation of the program.

Lead Trainer

In the summer of 2000, the Education Committee
began the search for an ArtsConnectEd Lead Trainer.
The Lead Trainer would be responsible for devel-
oping both print and electronic training materials
and classroom assessment models, and would mod-
erate the threaded discussion list with the 24 train-
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ers using WebBoard software. Once the 24 trainers
were fully trained, the Lead Trainer would observe
the workshops they provided for their peers and
work with a contracted evaluator to study the ef-
fectiveness of the training program.

The Education Committee identified the following
qualifications for the Lead Trainer: 1) a licensed art
educator experienced in teaching with technology
and in developing online teacher resources;2) pre-
vious experience working with art museums; 3)
knowledge of the Minnesota community of educa-
tors;and 4) willing to travel to various parts of Min-
nesota to observe each of the 24 trainers in action.

Because the Lead Trainer was a temporary con-
tract position, the Lead Trainer’s relationship to
permanent museum staff would need to be transi-
tional. Therefore, each museum selected a member
of its education staff to attend all training work-
shops and work closely with the Lead Trainer to
ensure continuity. The Lead Trainer was given a mu-
seum e-mail address (acetrainer@artsmia.org) and
an assistant trainer was identified on staff at the MIA
to serve as a liaison between the Lead Trainer and in-
house museum services and procedures.

Trainer recruitment strategy and
application process

The Committee decided to target art teachers in
their recruitment strategies in order to promote
the art education profession in Minnesota.The Edu-
cation Committee reasoned that recruiting art spe-
cialists to become ArtsConnectEd experts would
be a statement of support for the profession and a
leg up for art specialists who were often shut out
of access to technology in favor of more “techni-
cal” subject areas like business or science.

Another consideration was whether to target teach-
ers who needed education in technology and inspi-
ration to use technology in the art classroom, or
to target those teachers who were already tech-
nology savvy and had demonstrated leadership in
the field. In the end the Committee chose to re-
cruit leaders in the field, hoping to inspire others
through the examples set by the trainers.

To avoid waste or duplication, a two-step applica-
tion process was developed.An applicant formally
requested an application package, and if still inter-

ested,completed the application.An advertisement
was placed in folders handed out at the fall confer-
ence for Art Educators of Minnesota, and also was
sent to the state's mailing list of art educators and
the state’s Best Practices Network, a group of 50
arts teachers assembled from all over the state who
are knowledgeable about the research on best prac-
tices for effective teaching and learning in the arts.

The application packet consisted of a letter detail-
ing the commitment a trainer would need to make
if selected, and the application procedure. In order
to ensure that applicants had the blessing of their
school administrator, a letter of support was also
required with the completed application.The appli-
cation form required applicants to specify which
grades they taught. The Education Committee had
determined that trainers would be chosen from
those teaching grades 4-12 since ArtsConnectEd
wasn't designed for use by preschool children or
the very young grades K-3.Thus an art teacher re-
sponsible for grades K-6 in a large elementary school
fit the target applicant profile more than a teacher
responsible for grades K-4 in a smaller school.

A question was included on the application regard-
ing the teacher’s prior experience with museum
educational materials.The applicant’s demonstrated
leadership history was required in terms of mem-
berships in professional organizations and awards
or honors, as well as a short essay outlining their
philosophy in regard to the integration of technol-
ogy in classrooms.A series of questions was included
about how often the applicant used the Internet to
determine the applicant’s comfort and familiarity
with Internet resources. Finally, each applicant was
also required to sign a statement saying that they
read and understood the job description, to avoid
having applicants who later withdrew over misun-
derstandings regarding what was required.

Trainer selection

150 requests for applications were received by the
December 1,2000 deadline, and 89 completed ap-
plications were received by the December 15,2000
deadline. Each application went through an initial
screening process in which applicants who didn’t fit
the recruitment criteria of teaching in grades 4-12,
and applicants who indicated that they never used
museum resources or never used the Internet were

1 A O eliminated. The geographic “home” of the remain-
i
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ing applicants was plotted on a map of Minnesota.
The Education Committee met and reviewed the
remaining applications, choosing 24 based on the
criteria of geographic location, qualities of leader-
ship, experience training teachers, and on the es-
says regarding the use of technology in the class-
room.As a final check,at least one of the two refer-
ences listed on each of the 24 finalists’ applications
was contacted. The applicants who were not se-
lected were sent “thank you” letters and a gift of
catalogues of the MIA’s collection and the Walker
Sculpture Garden.

The selected group represented a distribution of
elementary, middle and high school art teachers.All
were informed at their first training meeting in Feb-
ruary 2001 that they would be required to sign a
contract with ArtsConnectEd for their work over
two years (see Appendix A).

The Marketing Plan

A marketing firm was hired to develop a marketing
plan and materials for ArtsConnectEd teacher-train-
ing during year two when the trainers were in the
field teaching their workshops.An ArtsConnectEd
poster and three-ring-binder were developed be-
fore the 2001-2002 school year began, enabling
trainers to use posters to market workshops and
binders to be filled with customized material for
each workshop.A media kit was developed and the
marketing firm tracked the workshops as they were
scheduled on the threaded discussion list. As each
workshop was scheduled, the marketing firm sent
a media kit to the host community’s press.

Program Goals

Once the 24 trainers were selected the Education
Committee interviewed and contracted an evalua-
tor specializing in outcome-based evaluation to
design an evaluation of the train-the-trainer pro-
gram as well as one for the workshops the trainers
would teach in year two. Goals established were |)
create a collaborative laboratory for exploring
meaningful classroom applications of on-line teacher
resources; 2) create a community that will sustain
the use of on-line teacher resources throughout Min-
nesota; 3) build bridges between the cultures of the
classroom and the art museum; 4) increase the so-
phistication of teachers’ use of on-line teacher re-
sources; and 5) expand teachers’ use of technology
in general.

Training the Trainers
Session One

Goals for Session One

I. Increase trainers’ computer competence, particu-
larly with their Macintosh Powerbooks

2. Effectively communicate the basic structure and
uses of ArtsConnectEd.

3. Build a learning community between the two sub-
groups of twelve trainers.

4. Begin to build bridges of understanding between
the cultures of the museum and the classroom.

5.Promote an attitude of professionalism and ac-

count,abilit?y, , )
6. Acquire trainers’ commitment to use of threaded

discussion list software
7.Reinforce the trainers’ commitment to use
ArtsConnectEd with their students.

In February of 2001 the trainers arrived at the MIA
for their first one-and-a-half-day training session.The
group of 24 had been split into two groups of 12 to
allow for more individual contact time with the Lead
Trainer. Each group of 12 would remain together
throughout the training in an effort to build com-
munity among the trainers. To promote a profes-
sional attitude, business cards were made for each
trainer and were placed at their seats along with
the agenda for the session and the contracts they
were required to sign. The following trainers’ ver-
sion of the goals for ArtsConnectEd teacher train-
ing was reviewed with the group:

After completing three training sessions in 2001
ArtsConnectEd Trainers will:

I.create an ongoing collaborative laboratory in
which criteria for effective classroom use of
ArtsConnectEd is discovered, developed, dis-
cussed and tested.

2. work as a team to create and evaluate 24 class-
room tasks that demonstrate effective classroom
use of ArtsConnectEd.

3.increase technological proficiency and aptitude
to advocate for increased access to art resources
and technology in K-12 classrooms.

4. develop skills that provide leadership in arts edu-
cation in Minnesota.

In addition, trainers were informed that over the
course of their training they would work with the
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Fig.3:Trainers install memory in their new
computers

Lead Trainer to build a “tool kit” containing skills,
materials and resources that they could later draw
upon to create effective, high quality workshops for
their peers in year two. Once the “house-keeping”
was out of the way, the computers were distrib-
uted and the rest of the day focused on a series of
activities aimed at building overall computer confi-
dence and increasing trainers’ familiarity with the
specifics of their new tool.

Day two began with breakfast and a question and
answer session at theWalker Art Center. Mid-morn-
ing, the trainers moved back to the MIA to learn
how to configure their computers to access the
Internet via both network and dial-up connections.
Development of on an on-line ArtsConnectEd tu-
torial had begun prior to the first training session
and the trainers were asked to beta test the pro-
gram while simultaneously learning about
ArtsConnectEd.After lunch the trainers were pro-
vided with a field trip behind the scenes at the
museum where they followed a work of art from
the galleries to the digital photography studio to
the computer where the metadata related to the
digitized image was input for inclusion in the
ArtsConnectEd Web site.

Beyond providing an in-depth understanding of the
internal work process behind ArtsConnectEd, this
experience helped cement the trainers’ relation-
ship with the museum, making them feel more like

Fig. 4:Trainers visit the MIA’s digital
photography studio

museum staff and less like outsiders looking into
ArtsConnectEd. Back in the classroom trainers were
taught to use ArtsConnectEd’s threaded discussion
list software (WebBoard) and received their assign-
ments for the period until the next training session:
use ArtsConnectEd in the classroom with your stu-
dents, and report to each other about your trials
via the threaded discussion list.

Session Two

Goals for Session Two

I. Continue to build bridges of understanding be-
tween the cultures of the museum and the class-
room.

2. Develop criteria for effective classroom use of
ArtsConnectEd based on classroom trials with
students.

3. Brainstorm a list of task ideas with trainers based
on classroom trials with students.

4. Align task ideas with the Minnesota Graduation
Standards using SPACE chart tool.

5. Communicate a procedure for each trainer to
write a draft of a task using ArtsConnectEd in a
K-12 classroom.

Session two of ArtsConnectEd training began in
March of 2001 with a tour of the art storage vaults
at the MIA. The MIA Registrar who lead the tour
introduced the trainers to the vast holdings of the
museum that were not on public view but only avail-
able via electronic access. This exercise helped re-
inforce the unique entrance that ArtsConnectEd
provides to the entire collection, well beyond the
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Fig. 5: Trainers use Post-It notes to
brainstorm task ideas

3-5% of works currently hung on the gallery walls.
The Registrar also provided the trainers with infor-
mation about the lengths that museums go to in
order to properly preserve and care for works of
art.The experience furthered the goal of immers-
ing the trainers in the mission and culture of muse-
ums. Following the tour, each trainer reported on
classroom trials with ArtsConnectEd, and several
had related student work to share.

The second goal for the trainers:“work as a team
to create and evaluate 24 classroom tasks that dem-
onstrate effective classroom use of ArtsConnectEd”
was introduced with a definition of a “task”” The
Lead Trainer had considered that several tasks might
be bundled to create a Performance Package, the
assessment tool used by the state to determine
whether students were meeting Graduation Stan-
dards. (Minnesota has since abandoned Performance
Packages as its mandated assessment tool, leaving
individual school districts to decide on or design
tools to measure student achievement.) The task
format allowed for the creation of smaller, more
manageable units of instruction than traditional les-
son plans.A task form was developed and explained
so trainers would be familiar with the end product
of their goal.

Trainers brainstormed ideas for tasks based on their
trials with ArtsConnectEd in the classroom. Once
an initial list had been developed, the evaluator led
the group to determine criteria for an “effective”
classroom task.Trainers discussed and determined
the following criteria:

Fig. 6:Trainers review resources in their
final training session

|. ArtsConnectEd is required to complete one or
more components of the classroom task.

2. Classroom learning outcomes are evident in the
task.

3. All tasks are aligned to the Minnesota Gradua-
tion Standards.

4. All tasks can be assessed.

5. Use of ArtsConnectEd in the task is planned for
a range of available technology.

6.Some tasks are designed to accommodate a di-
verse range of learners.

Once the criteria were agreed on, the group mea-
sured each task idea against the criteria and revised
or discarded task ideas that didn’t measure up. A
final list of all task ideas that met all of the defined
criteria was placed on the threaded discussion list
after trainers returned to their schools, and each
trainer signed up to formally write up one task in
the predetermined form. Once all the trainers
adopted a task idea to write about, each received a
blank task form, a set of written instructions for
completing the task form, the SPACE chart that
accompanied the task they selected, and a sample
completed task form. Trainers were instructed to
bring a final task draft to their final training session
in June to be critiqued by the group.

Session Three

Goals for Session Three

I. Continue to build bridges of understanding be-
tween the cultures of the museum and the class-
room.
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2. Evaluate 24 classroom tasks that demonstrate
effective classroom use of ArtsConnectEd.

3. Demonstrate set-up and use of LCD projector.

4. Define role of ArtsConnectEd trainers in mar-
keting plan.

5. Define procedures for reporting on workshops
completed during year two.

Session three of ArtsConnectEd training began in
June of 2001 with a tour of the archives at Walker
Art Center.The archives house documentation of
works of art over the history of the Walker, includ-
ing artists’ models, film, video and audio recordings
of performances, correspondence concerning com-
missioned work or artist residencies, etc. Next,
trainers attended a briefing session with the mar-
keting firm hired to promote ArtsConnectEd
throughout the state during year two.

That afternoon, the trainers received instructions
on care, use and shipping procedures of two LCD
projectors purchased for trainers to use in their
workshops. A reservation system was set up using
the threaded discussion list, where trainers would
schedule shipment of the projectors to workshop
sites. On day two of the final training session, each
trainer distributed copies of the task they had writ-
ten for group feedback. Following the group discus-
sion, each trainer had two weeks to make final revi-
sions based on the group feedback and submit the

. final written tasks. Over the summer, an editor ed-

ited the tasks and a graphic designer laid out any
accompanying handouts. These final versions were
compiled in an on-line database that the trainers
accessed beginning in the fall of 2001.The trainers
could print any of the 24 tasks via the database for
distribution in their ArtsConnectEd workshops.

The Evaluation

A three-prong evaluation plan was developed for
assessing the effectiveness of training the trainers.
First, a pre-survey and a post-survey were devel-
oped to measure the growth of the 24 trainers’
skills before and after their training. Second, an ob-
server recorded the instructional techniques used
and their effectiveness, during each of three train-
ing sessions. Third, after each session, the trainers
were asked to reflect on and evaluate their training
by answering questions on the threaded discussion
list. All of the results from each session were com-
piled, analyzed and shared with the trainers to en-

able them to make use of what was learned in the
evaluation when constructing their own workshops.

Survey Results

The pre- and post-surveys measured quantifiable
skills, and the results from those surveys showed
that the trainers acquired the skills they needed to
successfully transfer their knowledge of
ArtsConnectEd to other teachers. Above all, the
survey showed that Art Collector, a tool in which
users build their own art collections, saw the great-
est growth in use over the course of the training
period.

Observation Results

The observers at each training session identified
the following teaching techniques over the course
of the trainers training:

I.  Observing a demonstration

2. Clicking along on your own while the
instructor provides instructions

3. Group Show and Tell Presentations (trainers
share their own experiences)

4. Handouts (paper and electronic)

5. Field trips out of the classroom for a behind-

the-scenes museum experience

Group discussions

7. Hands-on knowledge and skills gained (as in
installing computer memory)

8. Electronic ArtsConnectEd Tutorial

9. Modeling a process

10. Cooperative learning where trainers teach
each other

I'l. Group Critiques

12, Lecture

o

Results from Questions on the Threaded
Discussion List

The list of teaching techniques above was posted
on the threaded discussion list and trainers were
asked to identify which technique or set of tech-
niques helped them learn the most.They responded
that the combination of ALL techniques used was
most effective.ln response to questions about what
worked well during their own training, trainers iden-
tified learning computer tricks such as keyboard
shortcuts and search tips as one of the ways that
their confidence as computer users was increased.
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Their confidence as museum users increased when
behind-the-scenes information was shared.

Using handouts was also emphasized as a powerful
teaching tool, one that addressed different learning
styles and provided backup for information given in
instruction. In fact when trainers were asked what
could have been done to improve their own train-
ing experience, the response was “more handouts!”
The Education Committee had developed a writ-
ten and illustrated full-color Teacher’s Guide to
ArtsConnectEd before the teacher-training program
began, and trainers embraced this guide as a basic
handout for all their workshops. (Download the
guide at http://www.artsconnected.org/classroom)

When the trainers were asked what was learned
using ArtsConnectEd in their own classrooms, they
reported that students were impressed that the
works of art they were seeing on-line could be found
in their own state. Once trainers were introduced
to ArtsConnectEd in session one of their training,
the Lead Trainer began to put scavenger hunts in
the threaded discussion lists, requiring trainers to
conceive of sophisticated search strategies to solve
specific problems.

When asked to pinpoint times when they were most
engaged, trainers recalled the periods when they
were able to interact with and learn from each other.
Making meaning relate to students at a personal
level has long been a goal of expert teachers.Tasks
and rewards that were meaningful personally as well
as professionally were also identified by the train-
ers as influential teaching tools. Finally, the trainers
articulated importance to their overall sense that
museum staff and the Lead Trainer treated them
with respect and thought of them as professionals.
Often the trainers said they strove to behave more
professionally because they were treated as pro-
fessionals.

Task Evaluation

The 24 tasks written by the ArtsConnectEd train-
ers were evaluated by a team consisting of the evalu-
ator, Lead Trainer, and an education staff member
from the Walker and the MIA. The evaluator de-
signed a rubric based on the criteria for effective
classroom tasks (see session two),and three mem-
bers of the evaluation team scored each task.

Bar Graph of Overall Task Scores

(@ Allgned with Gred, Standards
Assassatlo

Fig. 7

The resulting scores show that the tasks scored
highest in aligning with the Graduation Standards,
an exercise that included using a concrete, hands-
on tool.The evaluation team was disappointed that
the tasks did not score higher on other criteria,
and they also expressed the sentiment that overall
many of the tasks did not meet museum educators’
idea of quality activities.The educators on the evalu-
ation team who had previous experience working
with teachers writing museum materials cited simi-
lar disappointments in the past.

One theory as to the perceived short-coming of
the teacher generated tasks was cultural differences.
Classroom teachers are naturally focused on pro-
cess, switching strategies and changing techniques
as a result of the instant feedback they get from
students to find “what works.” On the other hand,
museum educators function in an environment
based on academic tradition, where an end prod-
uct like a research paper or exhibition represents
the process that created it. Museum educators re-
spect editorial feedback and go through many revi-
sions and discussions about semantics in order to
achieve a final product they can be proud of. Be-
cause these two “cultures” are so disparate, the
Education Committee wondered if the idea of re-
quiring teachers to achieve museum standards of
“quality” was misguided.

Evaluating Trainers’ Workshops

The evaluation of the trainers’ workshops was con-
ducted via a two-page survey at the end of each
workshop. In addition, each trainer was required to
reflect in the threaded discussion list on what went
well and what could have gone better during each
workshop.The evaluator designed a follow-up phone
interview for a random sample of those who at-
tended ArtsConnectEd workshops, to be conducted
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in February of 2002, to determine the effectiveness
of the workshops in creating ArtsConnectEd users.

Ongoing Trainer Workshops in Year Two

To date there have been 100 workshops scheduled
for the 2001-2002 school year,and 75 of those have
already taken place. Many trainers used contacts
they had in their areas to schedule workshops dur-
ing the school district’s staff development days, while
other trainers took advantage of events already
planned such as state conferences that accepted
proposals for presentations.Almost all trainers have
planned workshops for other staff in the buildings
where they teach, and every college in the state
that graduates teachers has been contacted with
great success with offers of training pre-service
teachers. Over 700 people who have attended
workshops filled out evaluation forms, and the data
has been very positive: 99% say they have acquired
the skills and knowledge they need to use
ArtsConnectEd,and 73% say they acquired the skills
and knowledge they need to use ArtsConnectEd in
their classrooms. A full summative analysis of the
outcomes of these workshops will be developed in
fall of 2002.

Looking Ahead

Museum Fellowships

In the spring of 2002, ArtsConnectEd trainers will
have an opportunity to apply for two summer fel-
lowships to develop and complete individual
projects related to the goals of ArtsConnectEd and
technology use in K-12 art classrooms.

Higher Education Symposium

ArtsConnectEd will also seek to partner with a
Minnesota College or University to host a sympo-
sium on the use of Web-based resources in K-12
education for all faculties of Minnesota colleges
where teachers are educated.

Advanced Regional Workshops

All Minnesota teachers who attended one of the
teacher-trainer's ArtsConnectEd workshops during
the 2001-2002 school year will be invited to one of
three regional ArtsConnectEd workshops in the
2002-2003 school year. Designed by museum staff,
these workshops will take ArtsConnectEd users to

advanced levels, building on skills learned from the
teacher-trainers.

Possibilities for continued or expanded training
continue to be explored. While art teachers are
perhaps best equipped to understand the value of
art museums, there are many potential interdisci-
plinary applications of ArtsConnectEd. Art teach-
ers require in-depth understanding of other disci-
plines to be able to teach to teachers of other dis-
ciplines. Expansion of teacher training might mean
exploring interdisciplinary work with teachers other
than art teachers.

Lessons Learned

While the ArtsConnectEd Education Committee
is still analyzing the teacher training and formulat-
ing what has been learned, some initial lessons can
be brought to light. Teachers are in great need of
continuing professional development when it comes
to using technology in the classroom.
ArtsConnectEd trainers were selected for their
familiarity with technology; even so, they demon-
strated during their training sessions that their
knowledge, skills and confidence in working with
technology were very diverse. Museums would do
well to consider this diversity in skills when devel-
oping on-line resources, by designing a range of tools
and interfaces for accessing electronic materials.

Giving ArtsConnectEd trainers a look behind the
scenes of the museum created dedicated fans who
delighted in discovering and exploring all the roles
that art museums play. Art museums might have
great success making new connections with cur-
rent visitors and potential visitors by revealing more
of the inner workings of the museum to an obvi-
ously fascinated public.

Teachers need to be considered professionals, but
unfortunately they aren’t always treated that way.
ArtsConnectEd staff learned that when teachers
are treated as professionals, they become more
committed, more enthusiastic and more willing to
go the extra mile for their students. Supplying teach-
ers with up-to-date materials, professionally pro-
duced,and expecting professional behavior created
an atmosphere of respect and dedication among
the ArtsConnectEd teacher-trainers.
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Fig.8: ArtsConnectEd trainers conducting a
workshop at the Minnesota Department of
Children Families and Learning

Comprehensive online resources, particularly those
providing access to the museum collectionz, pro-
vide a drastically new paradigm for educators work-
ing with art in the classroom. Watching teachers
learn to use ArtsConnectEd became like watching
teachers and students use a doorway from the
school into an art museum. But on-line museum
resources like ArtConnectEd can be more flexible
for teachers than an art museum. In ArtsConnectEd
it is possible to search through storage, organize
your own exhibition and write your own labels.
Giving teachers museum materials has always been
a good idea, but giving teachers tools to access
museum collections and all they have to offer pro-
vides a more powerful connection.

Finally,as for the train-the-trainer model itself, while
the number of teachers and students impacted is
impressive in its own right, the long-term impact
has yet to be measured. The ultimate goal of sus-
tained and meaningful use of ArtsConnectEd in class-
rooms across Minnesota as a result of workshops
offered by the ArtsConnectEd trainers seems within
reach, but documented attainment of that goal is in
the future.

Editor’s Note: A more extensive version of this paper
is included in the electronic edition.

Appendix A - ArtsConnectEd Trainer
Contract

This is an agreement between the Walker Art Center
acting as fiscal agent for the ArtsConnectEd Project (here-
after known asWalkerArtCenter)and ___
(Hereafter known as Contractor) to participate in
ArtsConnectEd Training Sessions and following training,
to present ArtsConnectEd Minnesota workshops.

This is a two-year agreement beginning February 9,2001
and continuing through June 30, 2002. The activities of
this agreement are coordinated through the
ArtsConnectEd Lead Trainer. Failure to fulfill responsi-
bilities outlined in this contract may be considered a
breach of contract and may require return of all equip-
ment and stipends and the discontinuation of other con-
tractual benefits.

Contractor Responsibilities:

+ Attend three(3) one and one-half day ArtsConnectEd

Training Sessions in the Twin Cities:

February 9/ 10 or 16/17,2001
March 23/24 or 30/31,2001

June 22/23 or 29/30,2001

Subscribe and maintain access to an Internet Service

Provider of their choice throughout the two-year term

of this agreement February 9,200| through June 30,

2002.

* Develop one or more written classroom activities us-
ing ArtsConnectEd during the first year of training (Feb-
ruary 9,2001 through June 30,2001).

+ UseArtsConnectEd with your students in a classroom
setting during the first year of training (February 9,
2001 through June 30,2001).

+ Organize and teach a minimum of four (4) Minnesota
workshops to at least |5 Minnesota teachers each
workshop during the second year (July 1,2001 through
June 30, 2002).

+ Participate in evaluation of this program by
ArtsConnectEd staff and evaluators hired by
ArtsConnectEd

Resources Provided by ArtsConnectEd:

YEAR I:

I. A Macintosh G3 PowerBook laptop computer.

2. Maintenance and liability for laptops is the responsi-
bility of the Contractor.Walker Art Center will not be
responsible for equipment repairs or replacements of
hardware or software. All peripheral materials and
equipment (such as transportation cases) are the re-
sponsibility of the Contractor. Walker Art Center is
not responsible for lost or stolen equipment or mate-
rials. It is highly recommended that Contractor have
coverage from their personal insurance provider.

3. A travel stipend for mileage at $.32 per mile for those
traveling over 50 miles one-way to attend the
ArtsConnectEd Training Sessions only (February - June
2001).

4. Lodgingarranged by ArtsConnectEd staff for one night
each for those traveling over 50 miles one-way to at-
tend the ArtsConnectEd Training Sessions only (Feb-
ruary - June, 2001).
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5. Substitute pay for teachers traveling on Fridays during
the school year to attend the ArtsConnectEd Training
Sessions only (February - June 2001).

6. A $200 stipend for the completion of each
ArtsConnectEd Training Session (February - June 2001).

YEAR 2:

I. A $200 stipend for each Minnesota workshop (up to
amaximum of 5 workshops) completed July 2001 -June
2002, upon submission of reports including names and
addresses of workshop attendees.

2. A maximum of $500 reimbursed for expenses related
to running Minnesota workshops completed July 2001 -
June 2002 (up to a maximum of 5 workshops) upon
submission of reports and receipts. Covered expenses
include room or equipment rental, copying charges and
hospitality costs incurred in four Minnesota workshops.
Walker Art Center must approve any other expenses
reimbursed.

3. Promotional materials for Minnesota workshops.

4. Limited access to data projectors for use in Minne-
sota workshops conducted July 2001(-June 2002.

Contractor is responsible for all taxes related to stipends
and materials, including computer.

Walker Art Center and the Minneapolis Institute of Arts
jointly own the copyright for all materials generated by
this project. Contractors may reproduce materials for
educational purposes only.Any reproduction or distribu-
tion for commercial use, fees, or profit is prohibited dur-
ing or after the terms of this agreement without the
weritten permission of Walker Art Center and the Minne-
apolis Institute of Arts.

ArtsConnectEd is not liable for any damages or injuries
that occur during the course of this program, travel to
and from sites related to the program including the Train-
ing Sessions and Minnesota workshops.

By signing below | assure that | have read, understand,
and agree to the terms of this agreement.

Contractor:
Date:
Social Security Number:

ArtsConnectEd:
Title:
Date:
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Appendix B - Trainer Resources and
Materials List

Materials

. Business Cards

. ArtsConnectEd Stationary

. Printing Tips handout

ArtsConnectEd Tutorial
(http://www.artsconnected.org/tutorial)
5. Scavenger Hunts for practice searches
6. Twenty-four classroom tasks

7. Performance Package (assessment)

8

9

|

D WN—

. ArtsConnectEd Teacher’s Guide
. Continuing Education Unit Certificate
0.Workshop site technology forms

|. Macinstosh G3 Powerbooks

2. Threaded discussion list (WebBoard)
3. $200 stipend per workshop taught
4. LCD Projectors

5. Evaluation forms

6. $500 expense account

7. Museum memberships

Resources

SPACE Charts

MN Graduation Standards

Computer tricks

Insider museum stories

Museum catalogs

. Information on Copyright issues

Criteria for effective use of ArtsConnectEd
Discount Ed. memberships for workshop attendees
.ArtsConnectEd statistics

PONONAEWN —
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Abstract

Digital technologies bring museums, libraries, and archives together to enhance learning by providing access to digitized
primary and secondary cultural resources along with the more traditional bibliographic materials.At the University of
lllinois at Urbana-Champaign, the University Library and the College of Education are developing a collaborative
program that integrates digital primary source materials into K-12 curriculum and the educational programs of museums
and libraries. Teaching with Digital Content—Describing, Finding and Using Digital Cultural Heritage Materials (http://
images.library.uiuc.edu/projects/tdc) is a two-year project funded by the Institute of Museum and Library Services.
Through this project, we are introducing a broad group of K-12 teachers, museum curators, educators, and librarians
to digital cultural heritage materials. Our goal is to provide them with training and professional development activities
to enable use of primary source materials in the classroom and in museum and library education programs. In this
paper, we will describe the collaborative Teaching with Digital Content project and show how the educators are using

on-line materials in their learning environments.

Keywords: K-12 teachers, primary sources, education, digital content, classrooms

Background

The Teaching with Digital Content project (TDC)
project, which started in 2001, built upon previous
work undertaken with another project, the Digital
Cultural Heritage Community (DCHC) (http://
images.library.viuc.edu/projects/dchc).The DCHC
enabled the digitization of materials from East Cen-
tral lllinois area museums, archives and libraries for
37,4% and 5 grade social science curricula (Bennett
& Jones, 2001).This project built upon the concept
of a digital community where institutions would
contribute content to a database that contained
images, text, descriptive information and other
multimedia objects to address common themes
(Bennett & Sandore,2001).

The DCHC project aimed to increase the ease with
which teachers would utilize these online resources,
enabling them to incorporate the new resources
in their classroom activities in ways that would be
educationally meaningful for their students.We es-
tablished a framework for the creation of a test
database of historical information from area muse-
ums, libraries, and archives and tested its viability
to meet the curriculum needs of teachers in upper
elementary school classrooms in Central lllinois.
During the DCHC project, we also sought to de-
velop, document, and disseminate both the pro-

Museums and the Web ZOOAchadings

cesses and products of a model program of coop-
eration between museums, libraries, and archives.

Several key recommendations resulted from the
DCHC project participants (Bennett, Sandore &
Pianfetti, 2002). The teachers judged the linking of
digitized content to curriculum units and statewide
learning standards to be very valuable. The project
provided them with an opportunity to match the
mandated state learning standards with several class-
room activities. The developed database was robust
enough to enable very different participant institu-
tions deposit metadata records conforming to the
Dublin Core format.

The teachers argued that the quality as opposed to
the quantity of resources was important. Educators
assigned a high value to the availability of “trustwor-
thy” primary sources via the Web.The time line of
the project had not allowed for adequate use and
evaluation of digital resources in the classroom.As
with many similar projects, the length of time it took
to choose artifacts for digitization and the actual
digitization took a lot longer than initially anticipated.
Finally, the need to increase the ease by which teach-
ers used the images and metadata online in the class-
room and for assignments became a significant issue.
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To further the DCHC project, and to address spe-
cifically the resulting benefits and limitations, we
proposed and received new funding from the IMLS
to bring together ten lllinois and Connecticut mu-
seums and libraries and their digital content with
K-12 teachers from four school districts in lllinois.
This project, administered by the Digital Imaging
and Media Technology Initiative of the University of
lllinois Library, would also allow us to work more
closely with a larger group of museums, libraries
and educators.

Museum, Library and Teacher
Partnerships

In the new Teaching with Digital Content project, K-12
teachers from four Illinois school districts
(Bloomington Public School District #87; Champaign
School District #4; Springfield Public School District
#186;and Urbana School District #1 | 6) are working
together with ten museum and library partners:

+ Chicago Public Library Special Collections
Library, Chicago, IL (http://www.chipublib.org/
digital/lake/jwedept4_2tn.html);

* Early American Museum, Mahomet, IL
(bttp://node-03.advancenet.net/%7Eearly/);

* lllinois Heritage Association, Champaign, IL
(htep:// illinoisheritage.prairienet.org/);

* lllinois State Library, Springfield, IL (http:/
www.cyberdriveillinois.com/library/isl/isl.html);

* Lakeview Museum of Arts and Sciences, Peoria,
IL (http:/lakeview-museum.org/);

* Lincoln Home National Historic Site, Spring-
field, IL (http://www.nps.gov/liho);

* McLean County Museum of History,
Bloomington, IL (http://www.mchistory.org/);

* Museum of Science and Industry, Chicago, IL
(http:/iwww.msichicago.org/);

* Mystic Seaport, Mystic, CT (http:/
www.mysticseaport.org/);

* UIUC Rare Book and Special Collections
Library, Urbana, IL (http://www.library.uiuc.edu/

rbx/).

Using an on-line Webboard as the primary means
of discussion and communication, the teachers are
sharing curricular development and implementation
with the museum curators and librarians. Working
in conjunction with the College of Education, the
teachers have been given guidance on how to de-

velop and engage digital technologies into their
knowledge about teaching, teaching about the past
and “history,” and are learning how to develop and
implement these through their lesson plans. These
are traditional “lesson plans,” in that each includes
introductory information about the topic of the
lesson, the grade level and the curriculum content
area such as social studies, economics or language
arts.

Within their lesson plans, the teachers have also
identified which of the mandated lllinois K-12 Learn-
ing Standards they seek to address with their les-
son plans. A recent study of the Education Net-
work of Australia emphasized that “good pedagogy
approaches” were necessary to shape the use of
digital resources and that children’s use of digital
technology needed to be guided by its relationship
to specific learning goals and integration into spe-
cific learning environments (Downes et al, 2000).
The Learning Standards are mandated by the Illi-
nois State Board of Education, and Illinois teachers
must ensure that lesson plans correspond appro-
priately. State Goal 16, for example, ensures that
students will “understand events, trends, individuals
and movements shaping the history of lllinois, the
United States and other nations”.Within that Goal,

there are more detailed categories. The teachers

then outline in their lesson plans the activities that
meet the Standards and the procedures that the
students follow during the lesson.The TDC project
differs from the widespread posting of lesson plans
on variousWeb sites, in that those teachers partici-
pating in the TDC project suggest specific ways in
which the TDC online database might be used in
the development of the lesson.

One 4" Grade teacher developed a lesson plan on
“Choosing the Lincoln Statue”, a competition to
design a new statue of Abraham Lincoln for outside
the Champaign County Courthouse. During that
lesson, students would discuss the chronology of
events in the life of Abraham Lincoln, use the TDC
database to research the years when Lincoln prac-
ticed law in Urbana, Champaign County, search the
TDC database for images of Lincoln during the tar-
geted years,and finally, create their own designs for
the new statue.

Lesson plans cover a wide range of topics; such as
African folk tales, the Civil War, the History of Money,

150

© Archives & Museum Informatics, 2002



Q

ERIC

Aruitoxt provided by Eic:

Museums and the Web 2002

and Settling the Midwest. They also cover a wide
span of student ages, 3™ grade through 12 grade.
Using the Webboard to share the lesson plans with
museum curators and librarians, the teachers also
provide the museums and libraries with specific
requests for cultural heritage objects for their cur-
riculum planning, development and implementation.
Similarly, the museum curators and librarians sug-
gest primary source material from their collections
that can be digitized for the teachers’ lesson plans.
Once artifacts are chosen for digitization, the mu-
seum and library participants are developing new
metadata which include reference to the lllinois
Learning Standards.

Online Database

As discussions develop about the artifacts that
would be suitable for the teachers’ lesson plans,
the ten participating museums and libraries are si-
multaneously contributing digitized primary source
materials and accompanying metadata in Dublin
Core format (http://www.dublincore.org) to an on-
line database and search engine.We have made some
simple changes to the Dublin Core (DC) field name
format used in the database. In particular, we have
included fields such as Interpretation, mapped to
the DC Description field. (Other fields and their
corresponding DC mapping are described in
Bennett et al, 2000.) This was due to requests from
the teachers for easier identification of field names
in the metadata and from discussions among mu-
seum and library personnel about how they would
like to use the DC for their collections.

As well as the teachers’ lesson plans, the lllinois
State Board of Education Learning Standards guided
and directed the identification and selection of pri-
mary source materials for museum curators, archi-
vists and librarians to include in a digital repository
. Discussions among the schoolteachers, museum
curators,and librarians identified artifacts to be digi-
tized.Although a teacher might have specifically re-
quested artifacts relating to Abraham Lincoln, the
museums and libraries, taking into account State
Goal 16, might have images of other “individuals
and movements shaping the history of lllinois” and
suggest those as being usable in the Lincoln lesson
plan.

Curators and librarians developed the metadata to
correspond to each artifact that would be digitized.

i

The metadata was subsequently formatted in Dublin
Core.These artifact images and metadata were then
added to the on-line database (http://
images.library.uiuc.edu:808 | /cgi-bin/htmliclient.exe).
The metadata for each artifact image was devel-
oped to take into account the different lesson plans
and different themes where the image might be used,
the different age levels of students and the different
requirements of the teachers. For example, one el-
ementary teacher and one high school teacher sub-
mitted lesson plans on the two completely differ-
ent themes of World War Il and Women in War
(http://images.library.uiuc.edu/projects/tdc/
LessonPlans/index.html). The lllinois State Library
has a large collection of World War Il posters.The
participating librarians investigated their poster
collection to find some that would fulfill the needs
of both teachers and have started digitizing over
100 posters that would help with both lesson plans.
In the instance of the “I'll carry mine too!” poster,
the library personnel submitted the image and de-
scriptive metadata to the database following sev-
eral conversations on the Webboard with both
teachers.Figure la shows the image of aWorld War
Il poster held by the Illinois State Library, and Fig-
ure |bis the metadata corresponding to the poster.

Similarly, museum and library partners are digitiz-
ing parts of their collections to correspond to other
lesson plans. Museums and libraries are assisting
teachers by placing the digital objects in their his-
torical contexts.They also identify and help teach-
ers locate and utilize other freely available Web
based resources that might be helpful with particu-
lar lesson plans. Our experience with the DCHC
project was that teachers wanted a trusted source
for on-line material to use in the classroom. They
do not have the time to research Web resources
that would be useful in their lesson plans, but they
would be happy to use such resources. Having a
trusted group of librarians and museum curators
recommend such resources removes that barrier,
and the teachers can use other resources in the
classroom, or also recommend extra resources to
their students. However, the teachers still require
much guidance on how to use such resources in
the classroom.

Educating the Educators

Besieged by increasing demands for “technological
literacy”, teachers are invariably being positioned
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Figure Ia. Poster from the Illinois State
Library World War Il poster collection -
“Pll carry mine too!” (http://
images.library.uiuc.edu:808 | /cgi-bin/htmiview.exe)

in an environment where it is essential to appear
to be utilizing various technologies. One of the most
significant aspects in the contemporary calls for in-
tegration of a range of digital technologies into
school classrooms points to the “wonders” of com-
puter-mediated [earning. New technologies tend to
be used in classrooms in ways that are consistent
with traditional practices, focusing on goals pertain-
ing to the empirical assessment of student achieve-
ment in relation to state learning standards.While
teachers in lllinois cannot ignore these standards,
the teachers involved in the TDC project are de-
veloping lesson plans and activities that are also
pedagogically sound and | support student learning
rather than being entirely standard directed and
driven.

A productive relationship between teachers and
museum/library personnel allows teachers to ex-
pand their own knowledge base and skills as well as
that of their students’

The nature of teaching, the use of digital primary
source material, the purposes of the project, and
the benefits — and the limits — of technologies in
the classroom are all concerns thatarise in the vari-
ous professional development workshops and in-
teractions among and between the teachers, the
museum and library individuals, and the project
personnel. In presenting practical strategies for ef-
fectively engaging with issues about teaching about
the past and culture through the use of digital ob-
jects, several professional development activities
have been planned, instituted, and evaluated, prima-
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rily through workshops, summer institutes, and
working sessions.

Over the two-year project, the teachers, museum
and library participants were introduced to topics
specific to teaching with digital content in four
workshops. In the first workshop, the teachers were
introduced to current research about history edu-
cation and the tension between knowing what is
considered “history” and the past.That the teacher’s
own historical understanding will influence the stu-
dents knowing about history, the past,and the ten-
sion between the two directed this initial work-
shop.Teachers were also introduced to the notion
of primary sources and the analysis of primary
source material (http://images.library.uiuc.edu/
projects/tdc/August200 | Workshop.htm).

The second workshop brought together individu-
als from the cultural heritage institutes and the
teachers to discuss how the meanings of objects
change through digitized imaging, and the interpre-
tive and educational roles the teachers, museum
and library personnel have in student understand-
ing.The teachers discussed the role of the object as
a medium for learning in the classroom (http://
images.library.viuc.edu/projects/tdc/
January2002Workshop_files/).The third and fourth
workshops, which will be held at mid-peint through
the final year of the project, will bring the teachers
together again with the museum curators and edu-
cators and librarians to further develop learning
activities and to engage with issues concerning digital
jcstggt, notably how differences in the media of
~
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primary sources (i.e. photograph, artifact, written
text) influence how students learn about the past
and how teachers teach about the past.

Assistance is also provided to the teachers to enable
them to integrate the digital cultural heritage materi-
als into their curricula. It is not enough for teachers
to hear about the theory; they must also be given
hands-on assistance to enable them to use the tech-
nology in their classroom. Each teacher participant
also partakes in The Moveable Feast program, a one-
week summer institute held at several locations
throughout lllinois, which is tailored to the needs of
utilizing technology in teaching. This project-based
technology institute emphasizes ways to integrate
technology in conjunction with lesson plans and the
llinois Learning Standards. As well as the teachers,
museum educators and librarians can partake in the
Moveable Feast program. Participants receive hands-
on training in up-to-date software products and pro-
ductivity tools that they can use in the classroom.
Participants also share ideas for curriculum and llli-
nois Learning Standards integration.

Since the focus of the project is on understanding,
developing, and advancing the social context, or
“communities of practice” necessary to engage in
educational reform (Lave & Wenger, 1991), the aim
is not to participate in producing teachers who have
already managed to succeed in traditional ways of
teaching history and who now wish to succeed in
understanding and addressing the new knowledge
and issues associated with the educational intent of
digital environments.The aim is to identify and de-
scribe the collaborative environments conducive to
developing technological and educational compe-
tence in the teachers, museum and library person-
nel, all with an aim of improving the educational
experiences of lllinois students. By taking a collabo-
rative approach that focuses on the sociocultural
aspects each participating institution brings to edu-
cation, we hope this project may contribute to a
better understanding of collective and interactive
attainments, rather than limited individual successes.

Collaboration

The success of the Teaching with Digital Content
project depends on developing and maintaining a
collaborative association among the institutions, the
teachers, and the project personnel. Therefore, this

project presents numerous pedagogical issues for

PR

a

these individuals. Success depends upon how the
pedagogical issues — the differences in the culture
of universities, museums and libraries, and schools;
the traditional association between museums, librar-
ies, and teachers; and the challenges of educational
reform by teachers and museum and library per-
sonnel — both bridge the expectations and involve-
ment each individual brings to the project,and pro-
mote changes that contribute to student learning.

The purpose of the collaboration is a project that
can grow into a learning community (Myers, 1996).
While digital technologies figure prominently in this
project, social interaction among the participants
includes on-line discussions, requests, and in-ser-
vice events. Reiterative revisions prompt ongoing
Web site and curricular development. The term
collaboration includes two different meanings: to
work jointly and to cooperate. For this project, to
work jointly requires that the teachers, the museum
and library participants, and the project personnel
understand each others’ expectations, contributions,
and knowledge, and work together to ensure that
individual and collective intents and expectations
are realized.The relationships between teachers and
museums and libraries have traditionally been lin-
ear, where the teachers accept without question
what the museum and library have to offer. In this
project, each individual is considered a full and equal
partner. On-line and face-to-face discussions bring
forward issues and questions about utilizing digital
cultural objects, what knowledge is available about
the object from the institutions, as well as how the
exchange of knowledge between the teachers and
students (vis-3-vis lesson plans as a base element)
will extend student learning framed within state-
based standards.

The tensions between the ideological and pragmatic
purposes of digital technologies that influence the
project’s development, use, and results, which are
brought to the project by each individual, prompted
the development of a knowledge building commu-
nity approach (Scardamalia & Bereiter, 1993).To fos-
ter communication and collaboration, we needed
to move beyond cyberspace to ensure continuous
opportunities for face-to-face meetings to address
such issues as whether artifacts from museums can
be digitized without lesson plans from teachers or
whether lesson plans can completely direct the digi-
tization of artifacts and metadata development.
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This project speaks directly to educational reform,
of re-tooling and changing the ways teachers are
engaged in alternative forms of education. Such edu-
cational reform requires self-direction and interest
on the part of teachers.This self-interest in making
an impact on how museums and libraries are used,
and how the information obtained from each is then
translated into the classroom, is by far the domi-
nant pattern of collaboration among the participants.
The image of one’s ability to change how students
learn, the learning expectations held by the teacher
or school community, the museum or library’s plans,
and the educational system in which each site is
embedded, are significant dimensions at both the
individual and collective levels. Acknowledging a
consistent and on-going commitment to change may
result from engaging in the reform process.Those
teachers involved in the project need to understand
how their involvement changes the teacher’s role
in educational reform. How successful the imple-
mentation and evaluation of the project is involves
reconsidering the teacher-curator relationship to
provide a working environment where museum and
library staff achieve a greater degree of involvement
in planning educational experiences and higher lev-
els of expertise in working with digital content.As
well, we seek to provide opportunities for the de-

velopment of technological skills,both for the teach-'

ers and the museum and library staff,

To cultivate a collaborative relationship between
both groups includes ongoing attempts to imple-
ment practices and opportunities for participation
by members. The challenge for this project is to
work with teachers who must acquire new skills
and develop new teaching approaches when work-
ing with digital materials. Similarly, museum and li-
brary staff must develop innovative ways of pre-
senting access to digitized primary source materi-
als. Both-groups are faced with changing expecta-
tions and involvement in the project. The teachers
become cognizant and critical of digitized artifacts,
while museum curators and librarians release the
historical hold on interpretation to the teacher for
the purpose of student engagement and learning.

Using digitized primary source materials involves
fundamental shifts in the philosophies, service meth-
ods,and pedagogies of museum curators, librarians,
and teachers, specific to particular audiences and
intents. Throughout the TDC project, we are seek-
ing to test the effectiveness of introducing several

critical components in the process of integrating
primary source material into K- 12 classroom teach-
ing, including: 1) the use of innovative visual literacy
teaching methods in the classroom, 2) a concen-
trated technology component linking the use of
digital technologies with the creation of electronic
curriculum materials based on state Learning Stan-
dards, 3) easy access to a database containing digi-
tized primary source materials and their descrip-
tive metadata aggregated from a number of diverse
museums and libraries, and finally, 4) support (both
technical and human) for consistent communica-
tion between schools and the cultural heritage as-
sociations.

This project binds learning in a context of respon-
sibility and makes each person a contributor to the
development of the project..Thus, the human con-
text surrounding the learning process is at the fore-
front. For each participant, the learning environment
makes possible individual responsibility for learning
development, with support from project participants
and awareness of being part of a process leading to
greater knowledge about utilizing digital content.
Cooperation between the participants is key. The
scope and complexity of the individual participant’s
learning curve encourages this cooperation, but it
is equally necessary to come up with opportunity
and techniques that introduce and reinforce knowl-
edge exchange. It is understood that “to be a part-
ner” means to be in a position to intervene with
competence in project development, implementa-
tion, and evaluation.

The more each participant is aware of the move
towards a collaboration, of the necessity to explore
changing relationships between museums and librar-
ies, and changing teacher interaction with each, the
more effort each individual may be willing to in-
vest.. From this, the teachers and museum and li-
brary personnel can move to uncover the possibili-
ties for their own learning and teaching. This rests
on their knowledge about educational reform, which
requires new considerations in the management of
museum and library artifacts in student learning.
Conceptions of history through technology involve
the teachers and museum/library staffs’ understand-
ing of, knowledge about, and skill development in
relation to technologies in their respective field,and
their own personal interests and perceived oppor-
tunities to develop these interests in relation to
TDC project.
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Far more critical to the success of the Teaching with
Digital Content project appears to be the recogni-
tion that social relations frame learning, rather than
being derived from it. Each individual will collabo-
rate to refine possibilities for learning. This learning
is not limited to either the teachers or the mu-
seum and library staff; rather, the learning results
when the groups come together to discuss com-
mon elements from which to expand.
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Statistics, Structures & Satisfied Customers: Using
Web Log Data to Improve Site Performance

Darren Peacock, National Museum of Australia, Australia

Abstract

Qualitative and quantitative evaluation of visitor experience in museums has a proud and well established tradition.
Long before “customer relationship management” became a ubiquitous catch cry, museums were engaged in rigorous
and sophisticated analyses of their audiences. Similarly, museums have also been at the forefront of developments in
online content delivery.Yet, the culture of rigorous evaluation applied to traditional visitor research is not nearly so
apparent in the online museum environment.As competition amongst online content providers becomes more intense,
museums need to embrace a more rigorous approach to understanding and developing their web audiences. Building
on our established traditions of audience evaluation, museums can once again lead the way in developing understandings
of how visitors explore and engage with content in the new realm of virtual experience.

Web log analysis is an under-utilised approach to understanding and testing visitor behaviour on the web. Every visit to
asite leaves a potentially rich vein of information for any willing data miner. Utilising that data effectively to understand
the visitor's experience is essential to building web sites that work. The National Museum of Australia is using the
analysis of web log data to inform the redesign of its online presence. Using new analysis tools, historical log data is
being mined to test hypotheses about user behaviour and to develop new approaches to site structure and design.As
the new site is implemented web log data will be used as the basis for the ongoing study of changing patterns of visitor
behavior.

Key words: evaluation, log, museum, statistics, web, pathing, metrics
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Introduction

Why should we evaluate websites? Like any mu-
seum endeavour, if we start out without a map of
what we hope to achieve, it is likely we'll end up
some place quite different. Evaluation helps us find
our bearings and to move on to the next stage.

Another answer to the question ‘why evaluate’ is
that, unless we do, future developments will rely
on guesswork rather than research. In the online
world, it is all too easy to let the technology drive
the agenda. Evaluation pulls us back to the world of
the user and commits us to an active engagement
with our online visitors and their needs, expecta-
tions and experiences.

By now, most museums are through the establish-
ment phase of their online evolution.The challenge
now is to establish a sustainable program of con-
tinuous improvement in online content, based on
what we know about the medium and our visitors’
use of it. Museums are well versed in the tools and
techniques of evaluation. In the past four decades,
visitor studies have fundamentally altered ap-
proaches to the development and delivery of core

196,
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museum services.As Hein (1998) observes, “inter-
est in visitor studies expanded dramatically in the
1960’s, coincident with both increased government
spending on a wide range of social services and in-
creased application of social science research to
examine these activities.”

Exhibitions, activity and education programs and the
publics who use them have benefited enormously
from the application of rigorous techniques of criti-
cal evaluation. As museum spending for online ser-
vice delivery increases, the need for audience re-
search also grows, both to justify further investment
and to substantiate returns on current investments.

Online content delivery is here to stay as a core
function of museums.What then will we use as our
guide in developing online material and creating and
extending our audiences? What kind of evaluation
tools can we use? Which will yield the best results
in terms of improving the user experience! How
can we establish a cycle of continuous improvement
as online audiences grow and their expectations
increase? These are the questions this paper addresses.
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Museums were quick to seize the opportunities of-
fered by the web. Now, just having a site is no longer
sufficient. Having a site that demonstrably meets
and develops user expectations is essential.As the
number of surfing options grows exponentially,
museum sites have to compete for the eyes and
mouse clicks of users in an increasingly cluttered
and competitive cyberspace.

Any evaluation approach requires both data and a
methodology, or framework of analysis. This paper
explores some of the ways in which the National
Museum of Australia is using web analysis tools to
shape its future directions in the delivery of online
services.

In particular, it explores the potential of quantita-
tive analysis, based on web server log data, to con-
vert these ephemeral traces of user experience into
a strategic management approach for online ser-
vice delivery. My goal is to present a methodology
and a set of potential e-metrics for evaluating and
improving user experience on museum websites.
In this model, customer satisfaction, measured
through quantitative analysis, provides benchmarks
for site performance and directions for future de-
velopment.

National Museum of Australia

The National Museum of Australia is in the unusual
position of having established an online presence
before it became a physical reality.The museum has
operated online since 1995 (www.nma.gov.au).
However, it was only a year ago that the museum
opened its major visiting facility on the shores of
Lake Burley Griffin in Canberra, the nation’s capital.

The museum building was a flagship project celebrat-
ing the Centenary of Federation, when, in 1901, six
British colonies united to form the nation of Aus-
tralia. The National Museum of Australia benefits
from having being born digital. It is a truly wired
museum and incorporates a full television and ra-
dio broadcasting facility, which has already been
harnessed for producing webcast content.

From the very beginning, it was understood that
virtual audiences- both broadcast and on line- would
be integral to the National Museum’s operations.
Canberra is a city of just 300 000 people, relatively

distant from the main population centres of Sydney
and Melbourne.To serve the whole of the nation,
the National Museum has a major commitment to
using technology to reach diverse and remote au-
diences. Moreover, as an institution, we are posi-
tioned as a forum, not a temple- to use the terms
of Duncan Cameron’s 1971 thesis- committed to
stimulating, convening and contributing to national
debate. Broadcasts, webcasts and other electronic
outreach are vital to our mission and reason for
being. Building our online presence is a key strate-

gic priority.

New medium, new audiences?

When we look for models of website evaluation,
we can turn to the museum world’s own rich rep-
ertoire of visitor research tools and techniques and
also to the market research paradigms of commer-
cial online services. Our choice of method raises
the question of how online museum audiences dif-
fer from physical museum visitors. Do they have
more in common with gamers and e-shoppers? Are
their expectations of online museums shaped by
their experience of traditional museums or by their
experiences in the online world? What models and
benchmarks of customer service can we or should
we embrace from non-museum sites?

This takes us into the territory- well trodden by
visitor studies research- of who do or should mu-
seums serve! In the online environment, this be-
comes a question of who are our audiences (us-
ers), how do we attract them and how do we serve
them?What models of customer service do we wish
to establish for online museum services? How will
we know if we are meeting users’ needs? And just
what are their needs?

Despite the established tradition of evaluation re-
search within museums, models of museum website
evaluation have been slow to emerge. Studies of
individual sites or comparative analyses have shed
some light on user expectations and experiences.
A number of papers previously presented at this
forum-Bowen (1997), Chadwick and Boverie (1999)
and Semper and Jackson (2000)- provide much food
for thought.

The results from these studies may answer specific
questions about particular site content and design,
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but are yet to establish a generalised hypothesis
about the nature of user experience on museum
sites. Teather (1998) observed that ‘user study is
seldom taken up as it is seen as too expensive....

Perhaps rather than cost, the problem lies in decid-
ing what to test about user experience. Certainly
there have been extensive efforts in the area of
useability testing, where functions, navigation and
graphic design can be tested by potential users. But
usability testing is not the same as usefulness test-
ing. Without an understanding of user needs and
expectations, a site may be well designed without
being useful.

Not surprisingly, much research attention to date
has been focussed on the sites themselves, rather
than directly on audiences.As web technologies have
rapidly evolved, there has been much experimenta-
tion with the form and content of museum sites.

Many sites have evolved from the first generation
brochureware sort, to become multi-dimensional
interactive spaces,including databases and complex
multimedia presentations. An initial focus on the
potential of technology has been a necessary start-
ing point, but organisational goals are now develop-
ing beyond just having a site to having an online
presence which is driven by the strategic mission
and goals of the organisation, not just the latest tech-
nological innovations.

To ensure that our online offerings are relevant and
useful, we must proceed from an audience (user)
perspective. Our analysis of online services should
encompass the whole visit experience, from its gen-
esis to its conclusion, taking customer satisfaction
as its goal. This approach has already been advo-
cated effectively by Falk and Dierking (1992, 2000)
in their research methodologies for museum visi-
tor studies.

Obviously, any visitor research has to compete for
funding and attention against other more pressing
operational needs, including traditional forms of visi-
tor research. Yet web evaluation is in fact poten-
tially cheaper than other traditional forms of ob-
servational and survey research. Moreover, research
into web audiences can extend and enrich our un-
derstandings of visitors who do come through the
door.

Research choices

Research into visitor experience comes in many
forms, typically dividing into qualitative and quanti-
tative methods. Hein (1998) has offered a useful
summary of popular techniques.

Front-end usability research techniques have used
a range of methods for assessing the interaction
between people and computer interfaces. Usability
research for human-computer interaction has a long
history. People like Jakob Neilsen have made a ma-
jor contribution to our understanding of these in-
teractions.

Yet, as Teather (1998) observed, usability testing
approaches need to be more closely aligned to
models of museum visitor research. Usability test-
ing may tend to centre too much on engineering
and technical design, focusing on the site or inter-
face itself, rather than putting the visitor at the cen-
tre of the analysis.

To get to the heart of usability, we need to under-
stand users’ needs and motivations, not just their
responses. We need to model those needs and to
design and test accordingly, not just for functional
effectiveness and efficiency, but for customer satis-
faction.

This is where commercial market research ap-
proaches can help us with the task of differentiat-
ing our users and their needs. Techniques of audi-
ence segmentation and the personalisation of con-
tent begin to recognise the diversity of users and
user needs, rather than focussing on the site itself.
Recent publications by Inan (2002), Sterne (2001),
and Grossnickle and Raskin (2001) provide excel-
lent overviews and critiques of research and evalu-
ation methods being developed in the commercial
online world.

Let the servers do the surveying

But what data shall we use for our analysis? Log file
data, quietly accumulating on web servers, is the
cheapest and least exploited data source for un-
derstanding museum web visitors and their needs.
No other survey technique generates as much data
for so little effort. The trick is to turn it into useful
information and practical applications.
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Unfortunately, due to an emphasis on its deficien-
cies, log data has a rather poor reputation. | would
like to demonstrate how, for me, it sits at the foun-
dation of our approach.

Log data has been dismissed as useless and inaccu-
rate because of some inbuilt limitations which arise
from the way the web works. After initial early en-
thusiasm for web log analysis, in recent years, com-
mentators have tended to pay lip service to the
data and move on to suggest other alternatives.
Analysis of museum web sites has typically focussed
on other qualitative forms of analysis gathered through
surveys of users or by observational analysis.

I will recap briefly the nature and limitations of log
data for those who are unfamiliar with or have been
deterred from further exploration.| would then like
to examine how, notwithstanding those limitations,
log data may be used as the basis for a methodol-
ogy to test visitor satisfaction with their online ex-
periences.

Getting beyond the traffic

Web logs were initially used as traffic counters. Fun-
damentally, they are a tool of the technicians. They
were originally set up to measure the volume of
page requests, which provided important informa-
tion to help plan server capacity. The widespread,
erroneous use of ‘hits’ as a measure of site effec-
tiveness contributed significantly to the discredit-
ing of log based research.

The exploration of log data as a potential source of
market intelligence by some coincided with the dis-
covery of its deficiencies as a measurement tool by
others. Because of the way the web operates, in
particular the process of caching, logs do not reli-
ably count the total number of page requests or
user sessions. However, this does not,as some have
suggested, render log file data as “worse than use-
less”.With caution and appropriate caveats,log data
is still a rich and useful source of relevant informa-
tion about the user experience.

If we move beyond simply tracking site traffic, we
can reconceptualise log data as a survey sample of
web visitors. It is not the whole story, but a signifi-
cant and valuable sample of the whole.

Like all sampling techniques, log data has inherent
biases and blind spots.As any visitor researcher will
attest, the perfect sample of any visitor population
is hard to find.Yet if we acknowledge the deficien-
cies of the log derived sample of web visitors, we
can possibly turn them to advantage.

The biases of log data are at least constant and pre-
dictable. Because of caching it consistently
underreports repeat visitors and users from the
most popular ISPs. Log files may also inflate the
number of unique visitors to a site, as the same
user may be logged with multiple IP addresses dur-
ing a single session.

These skews in the data suggest that the sample
users recorded in the logs are more likely to be
first time visitors to the site. In a study of customer
satisfaction it is these users who are probably of
more interest than repeat visitors.Arguably, we may
consider that repeat visitors were at least partly
satisfied during their previous visits to motivate a
return.

Log derived data about user behaviour may there-
fore be most revealing in ascertaining how new visi-
tors access and make use of the site and whether
they leave satisfied by the experience.The data re-
corded in the logs about these users can provide
useful insights into the initial impressions and moti-
vations of first time visitors to our site. After all, in
an increasingly competitive cyberspace, new visi-
tors are the main hope for growing online museum
audiences.

The advantages of log files are that they produce
quantitative data that can be subjected to statistical
analysis. The data samples are large and can be
tracked over time.The data produced is a record
of actual user behaviour rather than reported or
assumed activity. Log data is recorded free of ob-
server or questioner bias.

If we accept that, despite its inadequacies, log data
is the most comprehensive source of data about
online visitor behaviour, how do we build a model
to apply that data to the measurement of site effec-
tiveness, that is, of customer satisfaction?

155

160 © Archives & Museum Informatics, 2002



Q

ERIC

Aruitoxt provided by Eic:

Museums and the Web 2002

Modeling the user experience

In modeling the user experience, we should return
to the concept of visitor needs. Like visitors to
museums generally, web visitors are not empty ves-
sels waiting to be filled with museum content. Falk
and Dierking (1992) have elsewhere made the case
for acknowledging ‘visitor agendas’ amongst physi-
cal museum visitors. In the online realm as well, visi-
tors often have clear, conscious agendas of their
own and sophisticated searching skills to pursue
their goals. If those agendas are not satisfied, visi-
tors are soon lost and may never return.

Psychologist Abraham Maslow offered one of the
simplest and most compelling frameworks for un-
derstanding human motivation with his Hierarchy
of Human Needs (1954). Adapting the idea of
Maslow’s hierarchy to the needs of online museum
visitors, | would like to suggest a framework for
testing user experience based on analysis of web
log data.

The four tiers of the proposed framework (Figure
1) map the stages by which users access and ex-
plore a site. At each level there are a set of log
diagnostics which can be used to measure the path-
ways and obstacles to user satisfaction. Together,
these diagnostics form a set of e-metrics which can
be applied across institutions and across time to
benchmark site effectiveness.

GOAL

| Optimal onBine experiente |

needs?

Level 1: Can | find it?

At the lowest level of the hierarchy, we are con-
cerned with the most fundamental issue- how the
visitor gets to the site. Log data enables us to moni-
tor and examine the ways in which site traffic is
generated.

This is a fundamental diagnostic, showing the effec-
tiveness of search engine registrations, links from
other sites and our own site promotions. For ex-
ample, on our site, eight of the top ten external
referrers in the month of January 2002 were popu-
lar search engines.The other two were links estab-
lished by the museum with other organisations as
cross-promotions, one a local tourism centre, the
other a scientific research institution.

This level also shows the context of the visit. Most
users will visit several sites in a single internet ses-
sion. There may be a logical sequence from one
search or site to another.Analysis of the search cri-
teria used to locate the site will show what search
terms visitors are using to find the site.

From the first level of the analysis framework, we
can establish a picture of our place on the informa-
tion superhighway and the routes traversed to lo-
cate our sites. Comparison between sites enables
us to establish a sense of where and how the site’s
profile can be enhanced.

LOG DIAGNOSTIC

Clickstream analysis

Duration on iast page

Completed transactions

Exit pointentry and referrer correlations

| Fast, efiitlent and intuitiva navigation I

Does it have what
m looking for?

Navigation strategies (penstration)
Page views

Exit points

Searches

Consistent and effective
performance for all potential users

Does it work?

o Ermor reports
o Unfilled requests
« Browsers/platforms

Maximum site profie

Can | find it?

« Search triterla
« Entry points
+ Referrer

Figure |. Hierarchy of web user needs
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Some of the key questions addressed at this level
include:

* How many people come directly to the site home
page!

* What proportion arrive through search engines?

* What proportion arrive at other parts of the
site?

At the National Museum of Australia, we discov-
ered from log data that many visitors were coming
to the site to plan a trip to the new museum. Infor-
mation about daily events at the museum was an
obvious goal for a high number of visitors to the
site. To make it easier to achieve the goal we cre-
ated a“What'’s On Today” link in a prominent posi-
tion on the home page.The log data shows a clear
response to this innovation. In the week we intro-
duced the link,some 200 visitors clicked there first.
After a month, it had become the second most
popular link from the front page.

Level Two: Does it work?

The second level of the needs hierarchy examines
the user experience from the practical perspective
of site performance.A museum perspective on site
performance might encompass issues about avail-
ability and the management of traffic volumes. From
the user point of view, the key issues are speed and
reliability.

The goal of performance standards for this level in
the hierarchy relate to the fast and effective deliv-
ery of pages to the broadest range of potential us-
ers, regardless of their operating systems and net-
work connections. Log data provides effective moni-
toring of the content delivery experience of users.
Error logs show such defects as broken links, server
errors and refused requests.

Unfilled requests showing aborted page requests
provide evidence of user frustration with slow
downloads. Recurring patterns of unfilled requests
point to problems with design and file sizing. Fortu-
nately, | can report that >98% of the page requests
for our site in January 2002 were delivered suc-
cessfully (Status code 200).

Users come in all shapes and sizes. They arrive at
our sites using a bewildering array of hardware and

software. Profiles derived from log files of the
browser and operating software deployed by our
users sheds light on visitors’ needs and helps es-
tablish minimum and maximum standards.

For example if you discover- as we did- that 60% of
your visitors are using Internet Explorer v5 and
above to access the site, this may be the median (or
the baseline) for which you design.You can also ac-
curately identify the extent to which you risk dis-
enfranchising potential users by pitching your site
design beyond the capability of their software or
network connections. These measures can also be
compared to industry standards to assess the visi-
tor population of the site against the whole popu-
lation of internet users.

For the month of January 2002, the distribution of
browsers employed by visitors to the National
Museum site were as follows:

Browser % of sessions
Internet Explorer 63.3
Netscape 25.3
Others 1.4
TOTAL 100
Version of IE % of IE sessions
5.5 355
5.0 : 24.1
6.0 17.4
5.0l 16.0
401 4.0
Others 3.0
TOTAL 100

Figure 2. Breakdown of visitors by browser
type and version, National Museum of
Australia website, January 2002

Level 3:Does it have what ’'m looking
for?

The third level in the hierarchy moves from the
operational accessibility of the site to the effective-
ness of the content and its organisation.

This level is concerned with navigation and how it
facilitates or impedes the user experience.Log data
in respect of this area requires more complex in-
terpretive approaches.The data can be used to test
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hypotheses about the search goals and strategies
of visitors to highlight potential areas for improve-
ment.

At a more fundamental level, pathing analysis helps
us to understand the motivations of visitors. If we
analyse where they enter a site, how they move
through it and where they exit, we can test hypoth-
eses about their motivations and goals.

This type of material proves most potent in under-
standing how visitors interact with your site.lt also
serves to remind us that many visitors merely pass
through our sites on their way from and to some-
where else. The trick is to hold their attention. If
we fail to capture their interest beyond the click
that brought them to our sites, there is something
seriously wrong.The analogy is the physical visitor
who enters the building and departs without look-
ing further. Certainly, this counts as a visit, but we
can hardly consider it a satisfied customer.

Our first exploration of pathway analysis was re-
vealing and sobering. Our web analysis tool-
Webhound — from the SAS Institute, generates a top
ten pathway report for any given period. This re-
port has shown a potential problem with a very
high level of attrition from the home page, which
we are hoping to address with a redesign.

The January report- before the redesign- shows the
following as the most popular‘triplet’ combinations
(sequence of three pages) on the museum site:

Rank | Sequence
I Entry/Home/Exit
2 Entry/Home/Visiting the museum
3 Entry/Home/Exhibitions
4 Entry/Home/What’s On
5 Entry/Home/Jobs
6 Home/Jobs/Exit
7 Home/Visiting/Opening Hours
8 Entry/Home/Online showcase
9 Entry/Featured Exhibition/Exit
10 Home/Visiting/What's On

Figure 3. Most popular three page sequences
in rank order, National Museum of Australia
website, January 2002.

Webhound also maps the sequences dynamically so
you can assess the popularity or otherwise of any
particular pathway through the site.This is also an

excellent way to track the level of penetration into
the site and the extent of decay with each click
point.

Level four: Does it satisfy my needs?

Atop the pyramid is the holy grail of customer sat-
isfaction. How do we know that we've met the needs
of visitors? Few, if any, give us direct feedback; re-
peat visitation is another form of vindication- if it
can be tracked; ad hoc surveys may establish some
measure of satisfaction.

Once again it is log data that provides the largest,
most objective and most valuable record of user
experience.That is, if we know how to interpret it.
This model of user needs proceeds from the as-
sumption that visitors to museum sites are goal di-
rected. Whether they are browsers or searchers,
once they have clicked into the site, they are dem-
onstrating a need or an interest which they believe,
rightly or wrongly, that the site can fulfil.

How they pursue that need or interest and the
extent to which it is fulfilled, can only be accurately
tracked by reference to the logs.A number of diag-
nostics can be devised to measure satisfaction in
the sense of a goal that has been achieved.| suggest
four as the basis for testing hypotheses.Two of these
relate to the last thing that a visitor does before
leaving a site. For example, the last page visited is
revealing. For the month of January, 2002, on the
National Museum of Australia site, they were as
follows:

Rank Page
| Home
2 Jobs
3 What's On
4 Feature exhibition
5 Exhibitions
6 Tenders
7 Visiting the museum

Figure 4. Last page visited in rank order,
National Museum of Australia website,
January 2002

Once again, it suggests that our visitors have clear
goals for their visits. Correlation of the exit page
with the original referrer or search terms can be
used to confirm the intentionality of the visitor and
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INDICATOR WEB LOG MEASURE AS
MEASURE

TRAFFIC Sessions Number

Page views Average number per
session

Duration Average time per session
Domain % by location/type
Time of visit Spread by day/time

SATISFACTION

(Level 1) Entry point Top 10 by volume
Entry search Index of search terms used
Referrer Top 10 by volume

(Level 2) Errors Number by status code
Unfilled requests % of total
Browser % by type/version
Platform % by typelversion

Level 3) Pathing Top 10 sequences
Penetration % reaching each level
Exit point Top 10 by volume
Internal searches Index of search terms used
Level 4) Exit point by referrer | Correlation

Duration on last page | Average time
Exit point by entry Correlation
point
Completed % of forms submitted
transactions faccessed

Figure 5. 20 log based metrics for evaluating museum websites

to assess if their goals appear to have been achieved, .
nelré ppear £ nave be . Conclusion
eg.to find a job,a tender, or ‘what’s on’ information.
Museums have long been adept at analysing their

customers through rigorous and diverse analysis of

A set of log-based diagnostics

From this framework therefore, | would like to pro-
pose 20 log based diagnostics for evaluating the
performance of museum sites (Figure 5).The first
five, which are traditional ‘traffic’ indicators, show-
ing the volume and origin of page requests: sessions,
page views, duration, domain, time of visit.

The second group of ‘satisfaction’ indicators relate
to the four levels of the user needs hierarchy out-
lined in Figure I.As the National Museum of Aus-
tralia extends its online presence, these are the
metrics we will use to track performance and to
inform design and content development decisions.
Imperfect science perhaps, but an improvement on
the guesswork of the past.

visitor needs and behaviour. The internet offers
museums vast new ways of reaching and engaging
with audiences, both existing and those who have
never visited before.We have to learn how to apply
new tools of analysis with the same rigour and spirit
of open enquiry that has characterised the last forty
years of museum visitor research.

“ With our already established practices of research,

we should be able to emulate the best practice
evaluation models emerging in the commercial
online world.

This paper has suggested a possible starting point
for building an evaluation model for online museum
services.Web log data, despite its limitations, is an
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essential part of that framework. It can be supple-
mented by other research, but it offers unique ad-
vantages as a source of data on the user experi-
ence.

The implementation of such frameworks will en-
sure that our online offerings are dynamic in re-
sponse to customer needs, not just technological
innovation. In an increasingly competitive
cyberspace, building and nurturing customer rela-
tionships will be essential. We've only just begun
this new voyage of audience discovery. | hope the
map offered here helps.
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How Do You Like To Learn?
Comparing User Preferences and Visit Length of
Educational Web Sites

David T. Schaller and Steven Allison-Bunnell, Educational Web
Adventures, Minda Borun and Margaret B. Chambers,
Museum Solutions, USA

Abstract

Developing effective public education sites for the Web requires an understanding of both learning theory and what
appeals to learners. A recent study commissioned by IBM found that Web learners prefer passive entertainment
experiences to more demanding interactive experiences (Karat et al, 2001). If people learn best in active modes, but
prefer passive Web experiences, how can we develop sound educational activities that attract and appeal to a broad
audience?

This paper reports results of a study designed to determine people’s preferences for different types of Web-based
educational activity. The primary research question was: How do people’s preferences vary among types of Web-
based learning activity? We identified six activity types for comparison: Creative Play, Guided Tour, Interactive Reference,
Puzzle/Interactive Mystery, Role-playing Story, and Simulation.A team of Web developers who work with museums
and other learning sites collaborated with a team of educational researchers who work primarily with museums to
conduct a survey of visitors to five different types of educational Web site. Two kinds of data were collected: |. User
exit surveys, eliciting an evaluation of the study site and preferred genre or type of learning activity, and 2. Server
statistics indicating the duration of stay.Results indicate that there are clear differences in the type of Web-based
learning activity preferred by adults and children.Adults are more likely to select Interactive Reference or Simulation
whereas children prefer Creative Play and Role-playing Stories. The aduit sites yield more straightforward cognitive
information while the sites preferred by children allow more personal choice and interaction.Apparently, adults bring
an intrinsic motivation to the learning experience.They know what they want to learn and they want to learn itin the
most direct way. Children, on the other hand, need to be motivated. They respond positively to the opportunity for
interaction and choice within a goal-based environment that offers them an extrinsic purpose.

Keywords: learning preferences, learning theory, Web-based education, goal-based scenario, intrinsic motivation.

Applying Learning Theory to
Interactive Media
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In the past decade, theWeb has grown from a text-
only tool of academia to a dazzling universe of ideas,
community, commerce, and vanity, with a corre-
sponding increase in its multimedia capabilities. How
can the Web best be used for education? Applying
learning theory to an immature medium like the
Web is challenging, but several basic criteria for
learning can safely be applied:

* “Education is not an affair of ‘telling’ and being
told, but an active construction process”(Dewey,
1923).

* “Learners do not learn directly from technol-
ogy [or teachers, or books]; they learn from think-
ing about what they are doing” (Jonassen, 1999).

Museums and the Web ZOJZ:SrQeedings

* Learners must be motivated, which requires an
“emotional connection, challenge, and payoff”
(Healy, 1994).

Somewhat more controversial is a key tenet of
constructivism:“A range of results are possible and
acceptable” (Hein, 1998). This tolerance for diver-
gent outcomes distinguishes constructivism from
discovery learning, in which “by engaging learners in
activity..they will arrive at the correct conclusions”
(Hein, 1998). Constructivism suggests that learning
activities should allow multiple outcomes, each of
which need only “‘make sense’ within the con-
structed reality of the learner” (Hein, 1998). (For
additional analysis of theories of learning applied to
the Web, see Schaller and Allison-Bunnell, 2001)

Archives & Museum Informatics, 2002, p. 167
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Beyond pedagogical approach, museums and other
organizations devoted to leisure learning must de-
cide on the desired type of educational experience.
Gammon (2001) offers a useful typology:

 Cognitive: Acquire and assimilate new knowl-
edge into existing schemas, apply existing knowl-
edge, connect concepts, draw analogies.

* Affective: Challenge beliefs and values, appreci-
ate viewpoints in other people, inspire interest,
curiosity,awe and wonder, associate curiosity and
thinking with enjoyable experiences.

* Social: Develop skills of co-operation and com-
munication.

* Developing skills (mental and physical): Pre-
diction, deduction, problem-solving, investigation,
observation, measuring, classification, testing theo-
ries, making and telling stories, decision-making,
manual dexterity, craft skills, etc.

* Personal:Increasing self-confidence and self-ef-
ficacy; motivating to investigate further.

With these issues in mind, how has the Web fared?
The Web is a form of interactive multimedia, or
IMM. Some educational researchers and practitio-
ners praise IMM’s ability to use audio, video, text,
and immersive environments to appeal to multiple
intelligences (Veenema and Gardner, 1996). Others
see in IMM the chance to move beyond passive
learning modes and engage students in more active
learning experiences (Prensky,2001; Crawford, 1982;
Viadero, 1996;Tipping and Graesser, 1996;Bearman,
1997; Plowman, 1996b).

However, actual evaluation of IMM products has
shown that logistical problems often get in the way
of fully realizing IMM'’s potential. Many novice learn-
ers have found the navigational choices offered in
IMM programs bewildering. In studies of classroom
use of IMM, students have needed considerable
teacher assistance to make use of the programs.
(Veenema and Gardner, 1996; Plowman, 1 996b; Bear-
man, 1997). The problem lies in the very freedom
afforded by IMM’s non-linear structure:“Being a user-
controlled medium, the learner expects to have
control, and yet a learner does not know enough
to be given full control” (Laurillard, 1996). Novice

learners need more guidance and structure to en-
sure that they find content that is both engaging
and appropriate to their knowledge level.

While classroom teachers with sufficient time, skill,
and motivation can overcome these difficulties and
provide the necessary guidance to make use of the
experience offered by IMM, this is not an option
for Web-based leisure learning experiences. Web
sites must attract an audience and create a self-
contained experience that is satisfying and hope-
fully educational. Thus we must account for what
people want as well as how they might learn.

A recent study conducted by IBM suggests that,given
a choice, leisure learners seek relief from bewilder-
ing interactive software. This formative research
revealed that:

most participants did not express interest
inWeb sites that involved active interaction
with the content or other people. [They
strongly preferred being] guided through an
experience or discovery process (Karat et.
al, 2001). -

Some participants in the IBM study “viewed the
more interactive design concepts and existing Web
sites as work, not entertainment” (Karat et.al,2001).
Indeed, the learning modes that IBM researchers
offered participants were either quite passive
(Guided Tour) or quite active (a searchable data-
base of images and information, a chat room, and
an online journal). The latter may engage the devo-
tee or a student doing a research report, but can
easily overwhelm those who lack an existing inter-
est in the subject and the intrinsic motivation to
explore it.

Based on the results of their study, IBM developed
a site featuring on-line tours, hosted by curators
and other experts, and delivered via streaming
video—essentially a TV-like experience with links
to additional information. Summative evaluation of
the site found that “users interacted relatively in-
frequently with the [on-line] tours,and the less they
interacted, the more they reported feeling engaged
and entertained by the experience” (Karat et. al,
2001). These results are disconcerting in that they
contradict accepted learning theories that support
the value of active involvement (Dewey, 1916).
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A Research Study of Web Users
Preferences

If people learn best in active modes but prefer pas-
sive Web experiences, how can we develop sound
educational Web activities that attract and appeal
to a broad audience! We decided to develop a de-
tailed and focused pilot study of user preferences
to shed more light on this complex and important
issue.The primary research question was: How do
people’s preferences vary among types of Web-
based learning activity?

We identified six activity types based on our previ-
ous Web development experience and a review of
the literature (Gogg and Mott, 1993; Karat et al,
2001; Plowman, 1996b; Sumption, 2001). The six
types, as described in the survey instrument, were:

* Creative Play. Draw a picture, write a story,
make a movie, etc. Create something original
based on the things you learn along the way.

* Guided Tour. Join an expert to explore a topic
that he or she knows and loves.The guide leads
you on their path through the topic.

* Interactive Reference.Explore a topic on your
own, through informative words and pictures.
Choose the links that interest you to find out
what you want to know.

* Puzzle/lnteractive Mystery. Put on your
thinking cap and solve a puzzle or mystery. Put
the clues together to discover the right answer.

* Role-playing Story. Choose your own adven-
ture - pick a character, play a role, make deci-
sions, and see what happens. You choose your
path through the story.

* Simulation. Run a model of the real world and
see what happens when you change things. The
choices you make determine the results.

Referring back to Gammon'’s typology of learning,
Interactive Reference and Guided Tour lend them-
selves primarily to cognitive learning. Creative Play,
Puzzle/Mystery, Role-playing Story, and Simulation
support both affective learning and developing skills.

Creative Play will help learners with skills such as
storytelling and art making. Puzzle/Mystery and
Simulations with prediction, deduction, and other
problem-solving skills. Role-playing Stories can chal-
lenge beliefs and values and help learners appreci-
ate other people’s points of view.

Methodology

In November-December 2001, we conducted a se-
ries of pilot studies with visitors to one site in or-
der to test various versions of the exit question-
naire. The challenge was to describe the types of
learning activity in such a way that preference for
type of learning activity was not confounded by
preference for the subject matter of the particular
site or its visual appearance. We tried and elimi-
nated screenshots of sample sites, since respondents
were found to cue to content and aesthetics more
than the general activity type.Long Likert scales (5-
and 7- point) seemed to confuse respondents, who
often indicated contradictory preferences over a
series of questions.

Once we finalized the twelve-question survey, five
activity sites previously developed by Educational
Web Adventures, alone or in collaboration with its
clients, were selected for this initial study to repre-
sent five of the six types of Web learning activity.
No site exemplifying the Guided Tour was repre-
sented in the Eduweb portfolio. However, it re-
mained in the list of types about which visitors were
queried. The exit questionnaire (Appendix A) was
placed on each of five educational Web sites.

In addition to the exit survey,server statistics were
used to determine the duration of stay. Summary,a
log analyzer (www.summary.net), generated dura-
tion charts that give a clear picture of how long
users spend at each site.

A pop-up window displayed the survey on each
activity site; it appeared when visitors came to the
initial page, and remained behind the main browser
window until the visitor clicked to leave the site.
Then the survey returned to the foreground. The
surveys were posted on the activity sites for 10-20
days, until 50 responses from each site were col-
lected. Table | outlines the sites, types of activity,
and sample size.
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A control group consisting of 299 visitors to the
Educational Web Adventures Web site filled out the
first part of the questionnaire, which dealt with
learning in general and did not reference a particu-
lar activity. Members of the control group did not
engage in any of the Web activities selected for the
exit survey. The purpose of the control group was
to provide a measure of user preferences indepen-
dent of a specific learning activity for comparison
to questionnaires filled out at the activity sites.

l Type Name Host Site Number

Activity Sites
Creative Play A Brush with Wildlife Nat. Museum of 50
Wildlife Art
Interactive Reference Study Art Sanford 50
Puzzle/Mystery Leonardo’s Workshop Sanford 50
Role-playing Story In Search of the Ways Brookfield Zoo 50
of Knowing Trail
Simulation Modeling Marine JASON Project 50
Ecosystems
(subscription site)
Control Site
Control Web Adventure Educational Web 299
directory page Adventures

Table I. Experimental Design

In the following discussion, Control group results
are compared to the Treatment population. The
Treatment group consists of visitors to the five dif-
ferent Activity Sites. It is important to note that
Treatment and Control are not used in the con-
ventional way. We are not looking for post-treat-
ment learning effects. Rather, we are comparing the
preferences of users who have and have not expe-
rienced a particular Web activity. The purpose of
the comparison is to be certain that observed user
preferences are not solely a function of the activity
in which they have just engaged.

Results

The Activity sites had significantly more children
than the Control site (X2 p =.0001).An unexpect-
edly large number of adult females visited the con-
trol site.

Percents

Demographics A;f:vity Contro!
es

Adults 3l 49
Adult Males 1] 12
Adult Females 21 37

Children 69 51
Boys 26 2
Girls 42 30

Table 2. Demographic Characteristics of
Treatment/Control

Sites (Percents)
Creatlve Interactive Purrle/ Role-  Simulation  Control

Play Reference Mystery playing
Adults 5 56 32 32 13 49
Males 6 8 14 20 7 12
Females 18 48 I8 12 7 37
Chlldren 75 “ 68 68 87 51
Boys 35 10 16 32 37 22
Girls 41 34 52 36 50 30

Table 3. Demographic Characteristics of
Visitors by Site

The most important differences (X2 p = <.0001)
are the large percent of adult females at both the
Control and the Interactive Reference sites and the
large percent of children at the Simulation site.Also
the number of adult males at the Role-playing site
was greater than expected, as was the number of
girls at the Puzzle site.

The Activity sites differ significantly from the Con-
trol site (X, p = .03).The respondents from Activ-
ity sites chose Creative Play and Interactive Refer-
ence more than expected. The Control site chose
Puzzle/Mystery and Simulation more than expected.
As will be seen below, the differences are probably
due to the unexpectedly high percentage of adult
females at the Control site and a significantly higher
percentage of children at the Activity sites.

We see immediately that, contrary to the findings
of the IBM study, Guided Tour was the least pre-
ferred type of Web activity for both the Treatment
(Activity) and Control sites. The reasons for the
difference between this and the IBM study are due
to differences in both sample and methodology.IBM
used adult subjects, ages 21-55. The subjects, em-
ployees and interns at an IBM research facility, were
recruited to evaluate selected Web sites. IBM’s
sample sites dealt with the subject of music. In the
study described here, children are a significant seg-
ment of the population, the user group at each site
is voluntary and self-selected, and subject matter
varies from site to site.

With the exception of the low scores for Guided
Tour, the other types of learning activity seem to
be about equal in user preference at the Control
site. However, significant differences emerge when
the user group is subdivided by generation and
gender.
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Percents Percents
Program Type Adults Children Adult Adult Boys | Girts
Males Females

Creativo Play 9 27 o 9 4l [H
Guided Tour 1o ? 10 10 4 10
Interactive Reference 26 " 20 29 10 13
Puzzle/ Mystery 20 8 30 19 12 24
Rolo-playing Story 13 23 10 4 16 28
Simutation 21 14 20 20 8 (1]

Totals 100 100 100 100 100 100

Table 5. Favorite Learning Activity by Age and
Gender: Control Site

There are a number of differences between gen-
erations (X? p = .0001). Adults preferred Interac-
tive Reference and Simulation and children preferred
Creative Play and Role-playing.

Gender differences between adults were not sig-
nificant. However, differences between boys and girls
were significant (X2 p = .01). Boys showed a prefer-
ence for Creative Play whereas girls favored Role-
playing Story and Puzzle/Mystery.

Percents Percents
Program Type Aduits | Chlidren | Adult Aduilt Boys | Giris
Males Females

Creative Play 9 31 10 8 33 3
Guided Tour 15 5 15 15 4 (]
Interactive Reference 40 14 25 46 1] 16
Puzzle/Mystery 13 17 20 0 14 19
Role-playing Story 16 23 25 13 29 19
Simulation ? 10 5 8 10 10

Totaly 100 100 100 100 100 100

Table 6. Favorite Learning Activity by Age and
Gender: Activity Sites

Differences in program type preferences at the
Activity sites are similar to those found at the Con-
trol site. Again there are significant differences be-
tween generations (X? p = <.0001).As at the Con-
trol site, adults prefer Interactive Reference and
children prefer Creative Play and Role-playing. At
the Activity sites, gender differences were not sta-
tistically significant.

Sites (Percents)

Program Creative | Interactive] Puzzle/ | Role- Simu- Control
Type Play Reference| Mystery | playing lation
Creative Play 45 10 28 16 23 8
Guided Tour o (] 3 14 (] 9
Interactive 13 [1] 15 4 12 18
Reference
Puzzie/Mystery 10 B 21 25 12 19
Role-playing 18 3 18 3s 2 18
Story
Simulation 5 4 s (] 15 18

Totals 100 100 100 100 100 100

Table 7. Favorite Learning Activity by
Respondent’s Site

There are significant differences in program type
preferences among the Activity sites (X? p = <.0001).
As mentioned above, with the exception of a lack
of interest in Guided Tour, respondents at the Con-
trol site were almost evenly divided in their prefer-
ence for program type. The Activity site respon-
dents, on the other hand, tended to prefer the type
of program they were using.This is notably the case
with Creative Play, Interactive Reference and Role-

playing Story.

It is important to remember that the Control site
data was collected as a check on the tendency of
Activity site users to prefer the type of program
they are using. However, the similarity in preferences
between Control and Activity sites (when subdi-
vided by generation and gender) suggests that there
are patterns in preferences that transcend the par-
ticular site.

Percents

Locatlons Activity Control
Sites
Friend's House 2 1
Home 40 40
Library 1 2
School 48 4
Work 7 1
Other* 2 4
Totals 100 100

Table 8. Location of Respondents

*Home school (3), Internet café (2) Work at Home
(1), Grandparent’s house (1), No answer (9). Num-
bers in parentheses () indicate number of responses.

There were no significant differences between the
Activity sites and the Control site in terms of where
the respondents were when using the computer.
Home and School were the most frequent location
for both Activity and Control.

The remainder of the questionnaire dealt with us-
ers’ responses to the Web activity in which they
had engaged; consequently, these questions were
not asked at the Control site.The tables below show
results from the five Activity sites.

Percents

Creative Interactive Puzzle! Role- Simulation
Play Reference Mystery playing
Friend's House 2 2 2 2 29
Home 13 76 59 40 0
Library [ [ 2 [ 2
School 73 12 35 4“ 79
Work 13 ] 2 12 2
Other* [ 4 o 2 4
Totals 100 100 100 100 100

Table 9. Location of Respondents by Site
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The differences are significant (X2 p = <.0001). In-
teractive Reference and Puzzle/Mystery are ac-
cessed most from home while Creative Play and
Simulation are often school activities.

Percents

Creative Interactive  Puzxzle/ Role- Slmulation
Play Reference  Mystery playing
(Art) (Ar)  (History) (Natura  CE<OlO®Y)
History)
Lirdle 40 18 48 41 28
Medium 38 43 24 45 50
Lots 23 k1 28 14 22
Totals 100 100 100 100 100

Table 10. Previous Knowledge of Topic

More people than expected indicated they knew
“lots” for the Interactive Reference site and more
indicated “little” for the Puzzle/Mystery site ()¢ p =
01).

Percents

Creative  Interactive  Puzzie/ Role: Simulation

Play Reference Mystery playing
Assigned by teacher 69 16 26 28 n
Personal interest 6 20 28 38 5
Professional Interest 10 8 6 6 2
Recommended by friend 2 [ 2 0
Recommended by [+] [+] 4 4 2
parent

To use in a lesson 10 36 17 9 5
Other* 2 20 17 13 9

Totals 100 100 100 100 100

Table | 1. Why Doing This Web Activity?

* Creative Play: to show son (1).

* Interactive Reference: for a project (4), info
about artist (1), daughter’s homework (1), find a
picture (1).

* Puzzle/Mystery: fun (1), no answer (6).

* Role-playing Story: fun (3), exploring the Web (2)
recommended by teacher (1).

* Simulation: no answer (5).

Teacher assignments are responsible for a high per-
centage of Creative Play and Simulation usage (X? p
=<.0001).This corresponds withTable 9 that shows
that these activity sites are most often used from
school. Personal interest was unexpectedly high for
Role-playing and the Interactive Reference site was
most often accessed to use in a lesson.

Percents

Decreased 12
Remained the same 46
Increased 43

Total 100

Table 12. Has your Enthusiasm for this
Topic Changed?

170

Most people reported that their interest in the sub-
ject matter had stayed the same or increased after
the Web-based learning activity. Results were not
significantly different from site to site.

Percents
Creative  Interactlve Puzzie/ Role- Stmulation

Play Reference Mystery playing

Finished it 60 54 48 75 45
Got bored 9 4 21 9 23
Got confused 2 0 5 2 10
Ran out of Time 24 20 18 9 10
Other* 4 22 9 6 13

Totals 100 100 100 100 100

Table 13.Why Respondents Left the Site

* Creative Play: don’t have Java (1), no answer (1).
* Interactive Reference: got what was wanted(4),
didn’t get what was wanted (3), Knew everything
(1), going to play art game (1), no answer (3).

* Puzzle/Mystery: couldn’t find answer (1), done
with it (1), just got started (1), text too big (1).

* Role-playing Story: slow (1), not what | was
looking for (1) finishing school work (1).

* Simulation: no answer (6).

The differences here are significant (X? p = .007).
More respondents than expected left the Simula-
tion site because they were confused. Respondents
tended to finish the Role-playing Story more often
than expected and respondents left the Interactive
Reference site for““other” reasons.The reasons were
likely to be that the information sought was found
or not found. Actually “found what was wanted”
might also be interpreted as “finished”, which if
coded that way would increase the percent in In-
teractive Reference who felt they had “finished it”.

The two sites with the highest percentage of users
who“finished” the experience are Creative Play and
Role-playing story.These are also the sites that are
most preferred by children. Perhaps the goal-based
structure with a clear ending is part of the appeal
of the two sites.

Percents

Worse 15
Equal 39
Better 45

Total 100

Table 14. How does this Activity Compare to
Others of Its Type?

Most people felt that the Activity site was as good
or better than other similar sites. There were no
significant differences from site to site in users’ com-
arison of the quality of the site.
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content. We electronically collected actual time

Program Type Ideal Mean Time Mean Time Percent of
Tl 2* (mi Ideal . . .

" ousiers) _(Mean thdeal spent at the site. The mean is given first for the
Creative Pay Zmin - Gemin 19 sec 7 min 48 sec 7 whole group and then minus the outliers, excluding
Interactive Reference 7 min 25 sec 7 min 54 sec - . .
Puzzle/Mystery Wmin 5 min 29 sec 7 min 42 sec 38 those who left immediately (presumably because
Role-playing Story (9min 7 min 46 sec 12 min 24 sec ] the site did not offer what they were looking for or
Simulation 25 min__ 16 min 40 sec 14 min 42 sec S9*

Q

ERIC
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did not have the required technology) and those
who stayed more than an hour (possibly because
they left their browser on the site after finishing
the activity).

*Qutliers (under B seconds or an hour or more) are eliminated.

** This activity required written journal entries.

Table 15.Time at Site
Additional data was gathered in the form of server

logs, which were analyzed for duration information A comparison of mean time to Ideal Time shows

that unusually long times were spent at the Role-
playing Story and Simulation. However, many chil-
dren were engaged in the Simulation Activity be-
cause their teacher assigned it to them (see Table

We made a crude measure of the “Ideal Time” it
takes a person to go through the activity by timing
an adult clicking on and reading all the available

Duration of Visit: Creative Play Duration of Visit: Interactive Reference/

(A Brush with Wildlife) Encyclopedia (Study Art)
Average Visit: 7 minutes 48 seconds Average Visit: 7 minutes 54 seconds
(___Time Range Count _ } [ Time Range Coum ]
] 11— 0 835
1 sec 24 EEE—— 13sec 347 ————
2-3 cecs 23 S 2-3 socs 299 cmwwan
4-Tscen 21— 4-7 secs 400 eEE——
8-14 gecs 32 8-14 gecs 343 I
15-29 sces 43 15-29 seca 430 ——
30-59 seen 36 S 30-59 necs 444 CEEEE————
1mm 33 lmm 517  CE—
2.3 mm 54 2-3 mins 53]
4-7 mms L) 4-7 mms S10
8.14 mins 47 E— 8-14 miny 46] oEEEE———
15-29 mns 39  EEEEE— 15-29 ruins 448 EEEE————
30-59 ming 19  co— 30-59 mins 230  owe——
1 hour 1 1 hour 66 wa
2-3 hours 25 8
Duration of Visit: Puzzle/Myst Duration of Visit: Role-Playing Story
(Leonardo's Workshop o (In Search of theWays of of Knowing ‘gml)
Average Visit: 7 mimintes 42 seconds Average Visit:12 minutes 24 seconds
[ TimeRange =~ Coum | [TimeRange ~ = "Coumt o
0 132 ) 7 w T T
1 sec 8] T 4-7 sees 105
2.3 gect 138 C— 8-14 gecs 45 E—
4+7 sees 96 SEE— 15-29 secs 11 ==
8-14 seca 7)) — 30-59 secs 5 =
15-29 secs 84 CEEEEEEER— 1 min 13 =m
30.59];:; :(l)g —— 2.3 s 3
2.3 mins 136 4-7 mins 14 ==
47w 125  oE— 8-14 mins 28—
8-14 mins 14 e—— 15-29 enins 66—
15-29 muns 130 e——— 30-59 mins 15
59 oxi — . L@ .
3059 s ¥ . Durstion of Visit: Simulation
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I'); they were required to complete the Simula-
tion and submit journal entries with their conclu-
sions.

Apart from the Role-playing Story and Simulation,
the mean times are very similar, indicating that these
activity types have comparable holding power.The
duration charts that follow reveal in more detail
the differences in holding power of the various ac-

tivity types.

At most sites, with the exception of Creative Play
and Simulation, a sizeable number of visitors leave
within the first seven seconds. The explanation for
this finding may lie in the specifics of the individual
sites rather than in their Activity type.

The Marine Ecosystems Simulation was assigned as
schoolwork for three-quarters of the users of the
site. The Creative Play activity starts with a series
of animations that may hook visitors more effec-
tively than the text introductions to the Interactive
Reference and Puzzle/Mystery sites.The Role-play-
ing site begins with a splash/Flash plug-in detection
page that turns away a sizeable percentage of visi-
tors apparently due to the wait involved, rather than
lack of the Flash plug-in (only 16% of visitors did
not have the plug-in).

The remainder of each chart is more revealing. In-
teractive Reference shows a bell curve. The other
sites have skewed distributions, indicating greater
holding power, after the initial drop-off. Most strik-
ing is the curve for Role-playing Story. Half of the
visitors who got past the splash page (and 25% of
all visitors) stayed for at least fifteen minutes, ap-
proaching and even surpassing the ideal time (19
minutes) for that site.The curves for Creative Play
and Puzzle/Mystery are less dramatic, but suggest a
similar pattern.

Conclusions

Comparisons of users’ responses to an exit ques-
tionnaire posted on five Web-based learning activ-
ity sites and at a control site answer some funda-
mental questions about users preferences for dif-
ferent types ofWeb-based learning.An earlier study
of this subject conducted by IBM found that adult
users prefer Guided Tours or non-interactive Web
experiences. In the current study, using self-selected
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subjects and including a large proportion of chil-
dren, Guided Tour was the least preferred type of
Web activity for both the Treatment (Activity) and
Control sites.

With the exception of the low scores for Guided
Tour, the other types of learning activity seem, at
first, to be about equal in user preference at the
Control site. However, when the user group is sub-
divided by generation and gender, significant differ-
ences emerge having to do with the user’s age, lo-
cation and purpose for engaging in the activity.

There are significant age differences in preferences.
At both the Activity and Control sites, adults pre-
fer Interactive Reference while children prefer Cre-
ative Play and Role-playing Stories. Adult females
are over-represented at the Control site. Judging
by the Activity sites, many of these adult females
may be teachers who use Web sites for their les-
sons. The Creative Play and Simulation sites used
here are often school activities and are usually as-
signed to the children by a teacher.

Activity site respondents tended to prefer the type
of program they were using. The Control site data
was collected to counter this tendency.The similar-
ity in preferences between Control and Activity sites
(apart from differences in demographic composi-
tion) suggests that the observed preference pat-
terns transcend particular sites.

Most people reported that their interest in the sub-
ject matter had stayed the same or increased after
the Web-based learning activity. Also, most users
felt that the Activity site was as good as or better
than other similar sites. This suggests that produc-
tion values did not heavily influence preference for

activity type.

Implications of the Web Learning
Preference Study

There are clear differences in the type of Web-based
learning activity that adults prefer in comparison to
children. Adults prefer the information-based ac-
tivities of Interactive Reference and Simulation,
whereas children, not surprisingly,are more inclined
to prefer the exploratory experiences of Role-play-
ing Story and Creative Play. The adult sites yield
more straight-forward cognitive information while
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the sites preferred by children have strong affective
components and allow more personal choice and
interaction,but can lead to “dead ends” or less utili-
tarian solutions.Apparently,adults bring an intrinsic
motivation to the learning experience.They know
what they want to learn and they want to learnitin
the most direct way. Children, on the other hand,
need to be motivated. They respond positively to
the opportunity for interaction and choice within a
goal-based environment that offers them an extrin-
sic purpose.

Goal-based environments are advocated by Roger
Shank, director of the Institute for the Learning
Sciences at Northwestern University. He describes
them as “Goal-Based Scenarios” (GBS)—structured
learning programs that can be successful in both
physical and virtual environments.The goals in these
scenarios are not arbitrary extrinsic motivations,
such as a good test score, prize, or reward. Rather,
they stem from the activity itself—solve a crime,
reach a destination, create an original artwork—
which reinforces the cognitive goals of the activity.
Thus, GBSs “provide motivation, a sense of accom-
plishment, a support system, and a focus on skills
rather than facts” (Schank, 1992). In this way, they
meet the basic criteria for learning of Dewey,
Jonassen, and Healy cited above. They create an
environment for doing and thinking, and provide
both a challenge and a payoff. If designed properly,
they can also connect with pre-existing knowledge
and help forge an emotional connection with the
subject matter.

Of the six types of Web-based learning activities
explored here, two (Puzzle/Mystery and Role-play-
ing Story) are naturally suited to the GBS approach;
they inherently provide a motivation to reach a
solution. Creative Play and Simulation, on the other
hand, may or may not establish a clear goal. If de-
signed as a GBS, each of these four activity types
offers a goal or challenge, a payoff, structure and
guidance, and some degree of interactivity. Young
or novice learners who are unfamiliar with a par-
ticular learning domain need such guidance and
structure to attract and hold their attention. It is
interesting to note that in the Creative Play, Role-
playing Story and Puzzle/Mystery activities, a plu-
rality of users indicated they knew “little” about
the subject to begin with (Table 10).

In contrast, Guided Tour and Interactive Reference
are not goal-based scenarios. There is no payoff or
achievement for completing the activity; learners
must bring their own intrinsic motivation to the
task. Users of these Web sites may have more ex-
pertise in the subject as well. On the Interactive
Reference site, more people than expected indi-
cated they knew “lots” about the subject (Table 10).

Within the structure and guidance provided by
GBSs, young learners prefer some degree of free-
dom. Creative Play and Role-playing Stories, both
preferred by children, offer a series of choices in
the path of the activity and some control over the
outcome. Puzzle/Mystery, which was less favored,
and Guided Tour, the least popular type, offer only
one outcome and less opportunity for personal in-
volvement.

This brings us to another important dimension:
whether the outcome is determined (created by
the site developers) or user-created. Different
pedagogies underlie the two types of outcome. Dis-
covery learning lends itself to puzzles and myster-
ies, with their single correct solution (determined),
while constructivism supports user-created out-
comes that allow more personal choice and involve-
ment. Most of the activities rely on determined
outcomes, but Creative Play,and to a lesser extent
Simulation, permit learners to create their own
outcomes, be it a picture, a story, or a unique con-
figuration of the variables in the simulation.

Putting the Results into Practice

First,developers of educational Web activities must
decide whether their primary audience is adults or
children, since the two groups have different learn-
ing preferences.Adults prefer reference sites. Chil-
dren prefer goal-based scenarios, particularly Cre-
ative Play and Role-playing Stories. These activity
types offer an appealing middle ground between the
highly structured and constrained Guided Tour ap-
proach, and the “explore according to your own
interests” reference format typical of much inter-
active multimedia. If a site must appeal to both chil-
dren and adults, developers should consider a dual
approach, combining reference and play (as in
Leonardo’s Workshop and Study Art).
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Second, developers must decide on a pedagogical
approach. Guided Tour and Interactive Reference
sites typically provide a traditional expository/di-
dactic approach to learning. Puzzle/Mystery activi-
ties reflect a discovery learning orientation,in which
a single correct solution or conclusion is the goal.
Creative Play takes a constructivist approach, en-
couraging open-ended experience. Simulations and
Role-playing Stories can take a variety of forms, from
discovery to constructivism.

Developers should also consider their audience’s
expertise in the subject. Expert learners with ex-
isting interest in the domain are more likely to fa-
vor interactive reference sites. Novice learners, re-
gardless of age,are more likely to need and prefer a
guided experience to introduce them to the sub-
ject and motivate them to learn more about it.

The audience’s degree of expertise also affects the
learning goals of a Web activity. For novices, affec-
tive learning experiences can inspire interest and
curiosity in a subject, while skill-building activities
help them to develop the ability to pursue further
understanding. For experts who already have the
knowledge base and skills to tackle the subject, in-
teractive reference sites can provide a satisfying
cognitive learning experience. For novices, goal-
based scenarios can combine affective and skill build-
ing learning experiences with cognitive learning.

Of course, just because a Web activity attracts and
holds users’ interest doesn’t mean it is achieving its
educational goals. Evaluating learning outcomes is
no easy task,and a matter for another study. How-
ever, a Web activity or any other learning activity
must first attract and hold the interest of learners
in order to have the opportunity to achieve its learn-
ing objectives.
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Appendix A:Web Activity Preference Survey

hen you are done exploring the Study Art section of
this Web site, we would like to ask you a few questions.
Your responses will help us develop better Web sites in
the future.Your responses are anonymous and will be
kept confidential.

Please complete this survey when you are leaving
StudyArt.

Are you:
Male Female

How old are you?
5-8 9-10 1-13  14-18 1922 23-35
36-49 50+

Where are you now?
Home School Work Library Friend’s house
or Other: [enter text]

How much did you know about art before you
came to this Web site?
Very littleMedium A lot

Why were you looking at this Web site?
Assigned by teacher

Recommended by a friend

Recommended by parent

To use in a lesson

Personal interest

Professional interest

or Other: [enter text]

Why are you leaving this Web site?
Found what | was looking for Ran out of time
Got bored Got confused

or Other: [enter text]

Study Art is an Interactive Reference/Encyclope-
diaWeb site. How does it compare to other such
sites you've seen on the Web?
Much worse Equal to Much better
What would you say Study Art is about?
[enter text]
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What is one thing you learned that you didn’t
know before?
[enter text]

Now that you're leaving Study Art, has your en-
thusiasm for art changed?
Decreased Stayed the same  Increased

What is your favorite type of computer learning
activity! There are six types of activities below.
Please choose one:

Guided tour. Join an expert to explore a topic that he
or she knows and loves.The guide leads you on
the path they chose through the topic.

Interactive reference/encyclopedia. Explore a topic on
your own, through informative words and pictures.
Choose the links that interest you to find out
what you want to know.

Role-playing story. Choose your own adventure—pick
a character, play a role, make decisions, and see
what happens.You choose your path through the
story.

Creative play. Draw a picture, write a story, make a
movie, etc. Create something original based on
the things you learn along the way.

Simulations. Run a model of the real world and see
what happens when you change things.The
choices you make determine the results.

Puzzle or interactive mystery. Put on your thinking cap
and solve a puzzle or mystery. Put the clues
together to discover the right answer.

If you have any comments about this survey or

Study Art, please write them here:
[enter text]
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Evaluating The Features of Museum Web Sites
(The Bologna Report)
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Maria Pia Guermandi, IBC, Istituto Beni Culturali, Emilia
Romagna, Carolina Orsini, Universita di Bologna,
Paolo Paolini, Politecnico di Milano, Italy

Abstract

MiLE (Milano — Lugano Evaluation Method) is an innovative method for evaluating the quality and usability of hypermedia
applications.This paper focuses upon the specific ‘module” of MiLE concerning cultural heritage applications, synthesizing
the results of research carried on by a group of seven museum experts of Bologna (ltaly), with the joint coordination
of IBC (Institute for the Cultural Heritage of the Emilia Romagna Region) and Politecnico di Milano. The “Bologna
group” is composed of different professional figures working in the museum domain: museum curators of artistic,
archaeological and historical heritage; museum communication experts;Web sites of cultural institutions’ communication
experts. After illustrating the general features of MiLE and the specific features for Cultural Heritage, we will briefly
show a few of the results which are to be published in the “Bologna Report”.

Keywords: usability, inspection method, cultural heritage, users’ scenarios

{.MIiLE in a nutshell

MiLE is based upon a combination of Inspection
(i.e. an expert evaluator, systematically exploring
the application) and Empirical Testing (i.e. a panel
of end users actually using the application, under
the guidance and the observation of usability ex-
perts). If this combination of the two methods is
not new (several usability methods propose, in fact,
a similar combination), the innovation of MiLE
comes from the set of guidelines being used for
making both inspection and empirical testing more
effective and reliable. In extreme synthesis, we in-
troduce two specifics (heuristic concepts):

AbstractTasks, ATs in short, used for inspection.They
are a list of generic actions (generic in that they
can be applied to a wide range of applications) ca-
pable of leading the inspector through the maze of
the different parts and levels an application is made
of, as the Ariadne’s thread. MiLE, in fact, provides
inspectors with some guidelines that draw their
attention to the most relevant features of the ap-
plication.

Concrete Tasks, CTs in short. They are a list of spe-
cific actions (specific in that they are defined for a

Museums and the Web 2%02: Zoceedings

single application) which users are required to per-
form while exploring the application for the empiri-
cal testing.

Inspection is the focus of this paper, and we will not
further explore the issues concerning empirical test-
ing. One contribution of MiLE is the emphasis on
the need for separating different levels of analysis:
technology, navigation, content, illocutionary force,
graphic, etc. For each level a library of Abstract Tasks
has to be prepared, when building the method, in
order to support the inspection.The Abstract Tasks
are nothing but the marrow of each level’s experts’
knowledge. For some levels (e.g. graphic or naviga-
tion), the abstract tasks can be generally indepen-
dent from the specific application domain; for other
levels (e.g. content) we have different tasks accord-
ing to the application domain (i.e., specific tasks for
the cultural heritage domain, for the e-commerce
domain, and so on).

The inspector has to understand the client's com-
municative goals, combine them with the intended
users’ probable requirements, and then select the
appropriate set of tasks to perform. If, for example,
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we have to evaluate a museum’s site that is specifi-
cally meant to attract visitors to the real museum,
we — as inspectors —concentrate on all those tasks
that at the content level involve the practical ser-
vices parts of the site (opening hours, buy aTicket”,
etc.).

When performing inspection, the inspector has to
check a list of attributes concerning the different
facets of usability/quality (e.g. richness, complete-
ness, etc.). For each attribute (in relation to a spe-
cific AT), a score must be given. After the scoring
phase is over, the set of collected scores is analyzed
through “weights” which define the relevance of
each attribute for a specific goal (or, technically
speaking, for a “user scenario”).

Weighting allows us a clean separation between the
“scoring phase” (using the application, performing
the tasks, and examining them) from the “evalua-
tion phase” in a strict sense, where different pos-
sible usages are considered. Let us introduce a
simple example: assume that a navigation feature
(e.g. using indexes) is not very powerful, but very
easy to learn.What should the evaluation be? With
MiLE the inspector can provide a score (e.g. 9/10
for“predictability” and 2/10 for “powerfulness”) for
the navigation. Later, figuring out two different user
scenarios (e.g. casual users and professional users),
the evaluator (possibly different from the inspec-
tor), can assign two different pairs of weights to the
attributes “predictability” and “powerfulness”. The
weights, for example could be <0.8 (predictability),
0.2 (powerfulness)>, for casual users, or <0.| (pre-
dictability), 0.9 (powerfulness)> for professional
users. The weighted score for the navigation fea-
ture is very different of course (7.6 for casual users
and 2.7 respectively), but it reflects the different
users’ scenarios.The inspector could therefore con-
clude that the application (at least for this feature)
is well suited for casual users, while it is somehow
ineffective for professional users. Trying different
weighting systems allows the evaluator to test dif-
ferent user scenarios using the same set of scores
derived from the inspection.

In short, an inspection with MILE requires the fol-
lowing steps:

* selection of the relevant portion of the applica-
tion (based upon considerations that we can’t
vestigate here);

{75

* selection of the Abstract Tasks that are relevant
for the intended user scenarios;

* execution of the AbstractTasks, providing scores
for each attribute;

*» for each user scenario

* weighting of the attributes and of the tasks cho-
sen (a certain task can be more relevant than
another);

* production of quantitative evaluation measures
(applying weights to scores)

The reliability of the method has proved to be very
high. Execution of the Abstract Tasks (at navigation
and content level) allows producing more reliable
evaluation results and helps spot unexpected us-
ability problems (inconsistencies, lack of clarity, etc.).
Even “at-first-sight agreeable” sites,when put to the
test through a systematic inspection “a la MiLE",
may reveal weaknesses and defects.

Inspection already provides valuable evaluations; in
some cases, however, panels of users may be re-
quired for double checking. When empirical testing
is required, users are given a list of concrete tasks,
i.e. a list of specific actions that they are asked to
perform. Concrete tasks definition (different for
each case) is based upon the results of the inspec-
tion, which has identified portions of the applica-
tion, tasks and attributes that need special atten-
tion.“Real users” can fine-tune the inspector’s ob-
servations, confirming them (very often), or dissent-
ing from them (seldom) or spotting additional prob-
lems.We now discuss the above outlined approach
applied to cultural heritage applications.

2. Guidelines for Evaluating Cultural
Heritage Applications

Some of the features (such as navigation or layout)
of an application can be examined largely indepen-
dently from a specific application domain;other fea-
tures, such as content or functions offered to the
users, require a different evaluation schema for each
application domain. In order to explore functions
and contents for museum Web sites (a specific sub-
domain, within the larger domain of cultural heri-
tage applications),a specific panel of “experts” (the
so-called “Bologna group”) has been created, with
a partnership between Politecnico di Milano and
“Istituto Beni Culturali”, a regional organization
supervising cultural heritage activities in a large re-
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gion, Emilia Romagna, with headquarters in Bolo-
gna. The group is composed of museum curators
(both of archaeology, modern and contemporary
art museums and galleries), museum communica-
tion experts, and researchers of new technologies
for cultural heritage.

The first step of the Bologna group was to identify
the main pieces of a generic Museum Web site. In
order to avoid the danger of “wish listing” the sum
of what everybody could foresee as the “ideal Web
site”, we took an empirical standing: we selected a
large number of sites and considered them to be
the “universe of discourse”.The resulting model is
therefore a synthesis of contents and features found
in those sites. At this stage of the research, we have
listed more than a hundred “elementary” constitu-
ents, organized into three main groups:

A.site presentation: general information about the
Web site;

B. museum presentation: contents and functions
referring to a “physical museum” (like “arrows”
pointing to the real world);

C. the virtual museum: contents and functions ex-
ploiting the communicative strength of the me-
dium.

A further analysis has allowed us to detect “high
level” constituents such as, collections, services, pro-
motion, which gather the elementary constituents
(a full account of all the pieces of the model can be
found as an Appendix to the electronic edition of
this paper).

The next job has been to define a set of users’ sce-
narios as a way to build a library of suitable ATs.A
user scenario, in this context, is a pair <user profile,
operation (that users may wish to perform)>. In
simple words, we tried to identify a number of user
profiles (culture, expertise, interests, etc.) and for

each of them we tried to provide a set of meaning-
ful answers to this simple question:*“What might a
user (with this profile) want to do with the applica-
tion?”

Therefore the tasks are coupled to user profiles, in
the sense that a given task may be interesting for a
given profile,and/or meaningless (or irrelevant) for
a different profile.When the inspectors perform an
inspection, they will learn from their customers who
the intended users of the application are and will
concentrate on those tasks likely to be performed
by these customers. In any case the Inspectors will
be free to create new tasks that fit better the com-
municative goals of the application, as long as they
follow the guidelines of the method and its “phi-
losophy”.

Overall we have classified ATs according to two dif-
ferent dimensions:“scope” and “concern”. Possible
values for scope are the following: Narrow (a spe-
cific item is interesting), Complex (several items are
interesting),and General (a generic overview). Pos-
sible values for concern are Practical Info (the user
wants to gather useful information), Operational
(the user wants to do something) and Cognitive
(the user wishes to learn something).

Table | shows some examples of AT, classified ac-
cordingly:

Regarding the users, we took into consideration a
number of variables, such as age, expertise, profes-
sional interest (e.g. school students, fine arts stu-
dents, fine arts experts, tourists, etc.) Each relevant
user profile is based upon a number of these vari-
ables.

On-going research work consists of identifying the
largest possible number of ATs. More than fifty ATs
have been identified so far (while 49 ATs where

COMPLEX
Several items

GENERAL
General outlook

NARROW
Specific item

Practical tearch the hours of opening of [organize a visit to the
Info n exhibition in a specific date jmuseum

[get an idea of the overall
organization of the museum

Operational [buy a ticket reserve a group visit with a [get of an idea of all the possible
museum guide Errangements for group visits
ICognitive ind a specific work of art and ffind all the works of the Iget an overviews of the
c

its description [*Florentine school” ollections of the museum

Table I: Some examples of AT
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identified for navigation, in another research), and
more than double that number will be the likely
result.

Regarding the list of attributes to be scored during
the inspection, we started with the idea that they
would be different for each AT.At the moment, how-
ever, we have developed the following list which
seems to be applicable (with minor problems only)
virtually to any AT:

» Efficiency: the action can be performed success-
fully and quickly

* Authority: the author is competent in relation
to the subject

* Currency: the time scope of the content’s valid-
ity is clearly stated.The info is updated.

* Consistency: similar pieces of information are
dealt with in similar fashions

* Structure effectiveness: the organization of the
content pieces is not disorienting

* Accessibility: the information is easily and intu-
itively accessible

* Completeness: the user can find all the informa-
tion required

* Richness: the information required is rich (many
examples, data...)

* Clarity: the information is easy to understand

* Conciseness: the basic pieces of information are
given; texts are not too long and redundant

* Multimediality: different media are used to con-
vey the information

* Multilinguisticity: the information is given in more
than one language

3. Some Examples

In this section we will introduce a few examples of
inspection to help the reader grasp how our method
works.The examples are very simple,and are taken
from actual Web sites.We hope that in the period
between the writing of this paper and the reading
of it by a user; the Web sites will not be modified, so
that the readers may try directly to “inspect” them.
(The impossibility of “freezing” Web sites, in prac-
tice, makes it difficult to develop examples of in-
spection that could maintain their validity over a
long span of time.)

180

Example | (practical Info AT)

find the events/exhibitions/lectures occurring on
a specific date in a real museum

The user’s scenario for this task is that of well-edu-
cated French-speaking tourists (who can speak En-
glish too), first-time visitors to the site, who know
that on March 9* (Saturday), 2002, they will be in
the town where the real museum is actually located.
Therefore they would like to know what special
exhibitions or activities of any kind (lectures, guided
tours, concerts) will take place in that day.

We performed this task on many differentWeb sites,
and we describe here our findings for the Louvre
site (www.louvre.fr) and the Royal Ontario Museum
site (www.rom.on.ca), on the basis of an inspection
that took place on February 13%,2002.The focus of
our attention is the section named “information
about museum activities and events” in our schema.

The relevant attributes that we use for this brief
example are the following:

(A1) currency of the information;

(A2) quality of the organization of the infor-
mation, since users are looking for opera-
tional support;

(A3) multilinguisticity, fundamental for an
international audience;

(A4) richness of the information provided,
very important in order to make under-
standable the potential interest of the events.

The Louvre Web site offers a choice among four
languages (French, English, Spanish, Japanese). In the
home page we find (on the left menu) three rel-
evant links: “Expositions”, “Auditorium” (a rather
“obscure” name, for it refers to a specific place in
the real museum, but its actual meaning can be un-
derstood only by second-time users) and “Visites —
conférences et ateliers”.

If we click on “Expositions”, we get a list of the
exhibitions currently available or coming soon;“tem-
poral windows” allow users to easily select the
exhibition fitting their needs.

/
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If we click on “Auditorium”, we find a wide choice
of activities: « agenda », « concerts »,« cinéma muet
en concert »,« classique en images », « colloques »,
« conférences », « les enfants au Louvre »,« films »,
« lectures », « midis du Louvre » (conferences and
activities taking place at midday), « musée-musées »,
« musique filmée », « 'ceuvre en direct ».

From a graphic point of view, the first element of
the list (“agenda”) looks exactly the same as all the
others; only after a short exploration do the visi-
tors discover that under the voice “agenda” they
can find, arranged in chronological order, all the
pieces of information that are available under the
other twelve voices.

If eventually we click on “Visites — conférences et
ateliers” we have to choose whether we're inter-
ested in “visites-conferences” or “ateliers” and
whether we're adults or children.The “visites-con-
ferences” are furtherly divided into these catego-
ries: « visite découverte », « visite d'une collection »,
« visites thématiques », « thémes du lundi soir »,
« monographies d’artistes », « une heure-une
ceuvre »,« visite d’exposition temporaire »,« prom-
enades architecturales ». Clicking on “promenades
architecturales” we discover that on March 9™ (Sat-
urday) there is a special guided tour called“‘Le Lou-
vre,l'oeuvre et le musée”, of which we find no men-
tion in the agenda. Therefore, even once one has
found out the “collective” character of the agenda-
page,a brief exploration of other related links makes
it clear beyond doubt that the agenda-page is not
exhaustive as regards all the special events taking
place at the Louvre on a specific date. On the whole,
we can say that although the information is well
updated and exhaustive once found, too many paths
have to be trodden in order to get to the point.

The Royal Ontario Museum shows a better solu-
tion:in the home page we find “what’s on calendar”,

a link that leads us to a page showing a big calendar
of the current month, divided into cells;all the events
taking place on a specific day are listed in the day’s
cell and are all linkable to a description’s page. Pre-
vious or next months (or even years) are shown
on demand by clicking on the arrows on the top of
the page. The task can be performed quickly and
easily. Note that if our French-speaking tourist
doesn't speak English at all and decides to enter
the French version of the site, he has to choose the
item “expositions”, leading to a much less appealing
list of the present, future and past exhibitions very
similar to the Louvre’s. For the scoring we have
considered the English version.

Table 2 below synthesizes our scoring and evalua-
tion.

We do not ask the reader to agree with our scores
(we may be poor inspectors) but to appreciate the
method on a number of issues:

a)We are evaluating a specific task and not express-
ing a global evaluation;in addition, we are scoring
each single attribute.This level of detail introduces
two advantages: precision of the feedback to ap-
plication designers and possibility of pinpointing
the causes for possible discrepancies among dif-
ferent inspectors.

b) Through weights we can take into account the
specific objectives for the (portion of the) appli-
cation. In the example above, we gave great rel-
evance to attributes A2 and Al, and minor rel-
evance to A3 and A4.

c) Global concise evaluation can be obtained trough
combining the evaluation for each attribute (as in
the above table), and/or combining the evaluation
for the different ATs (again using weights in order
to attribute different relevance to each AT).

Al | A2 | A3 | A4 | Global score for this AT
Scores Louvre | 8 2 6 7 5.75 (just average score)
ROM 10 10 8.50 (just average score)
Weights 03 (05 |O.1 |oOl
Weighted scores | Louvre | 24 | 1.0 | 0.6 | 0.7 | 4.70 (“weighted” average)
ROM 30 | 50 | 06 | 08 | 9.40 (“weighted” average)

Table 2:The scores and the evaluation for “a visit in a given day”
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d) Different systems of weights can be used in or-
der to take into account different user profiles.

Example 2 (Cognitive AT)

find all the works of an artist shown in the site

This task might be performed by a high-school stu-
dent looking for some information about an artist
he's currently studying at school; let’s say Giovanni
BattistaTiepolo. He finds out that some of Tiepolo’s
works are kept by the Met Museum
(www.metmuseum.org) and by the Hermitage
Mu“Tiepolo” (or the full name “Giovanni Battista
Tiepolo”, in order to avoid the mixing between
Giovanni Battista’s and Giovanni Domenico’s works).
This more precise searching tool gives as a result
the list of the 23 Giovanni Battista Tiepolo’s works
of art shown in the Web site. For each of the works,
we have also the basic data, a description and the
possibility of zooming the image.

If we decide to ignore the search and to find what
we're looking for by navigating the site, then we
have to reach the sub-section “European paintings”
of the section “the collection”; here we find a brief
introduction in which there’s a mention of our au-
thor and a link. Following the link we are shown a
single work of Tiepolo (“Allegory of the planets and
continents”), but having entered the guided tour of
the department’s highlights, if we click on the “next”
or “previous” buttons, then we find other artists’
works of art but no more Tiepolos. In order to
perform our task, we have either to check one by
one the 2275 items preserved by the department
(clicking on*“‘entire department”) or, if we don’t want
duction to Western European painting with some
little icons on the right side, one of them repre-
senting the painting by Tiepolo:*“Maecenas Present-
ing the Liberal Arts to Emperor Augustus”. A link
leads to a bigger image and a description.As an al-

ternative, we can decide to browse the “digital col-
lection” by type of art work (“paintings prints and
drawings™) and artist, getting nine results (corre-
sponding in this case to the nine works by Giovanni
Battista Tiepolo).

On the whole, we can say that both sites permit
reaching the wished information only by using the
search engines: this can be considered a sign of poor
organization of the information.

For the Metropolitan, the collection’s search en-
gine must be used and not the “main” search; oth-
erwise the user may get completely lost! The Her-
mitage search engine doesn’t distinguish between
the works of Giovanni Battista and Giovanni
Domenico Tiepolo. The Metropolitan Museum of-
fers a good description of all the items, whilst the
Hermitage offers only one single work’s descrip-
tion (the others are simply “shown”).

Table 3 synthesizes our scoring and evaluation.

We should note first, that in this case the weights
do not change the relative evaluation of the two
sites, but rather reduce both of them, given the high
relevance assigned to A4. Secondly, we can see that
if more details about navigation are wanted, then a
different level of analysis should be entered: we have
devised nearly 50 different tasks in order to inspect
navigation features precisely.

4. Conclusions and Future Work

The general distinctive features introduced by MILE
can be synthesized as follows:

* Efficient combination of inspection and empiri-
cal testing

* Use of Abstract Tasks, ATs, as guidelines for in-
spection

Al [ A2 | A3 | A4 | Global score for this AT
Scores MetMus. 7 7 7 3 6.00 (just average score)
Hermitage 7 7 4 3 5.25 (just average score)
Weights 0.15 | 0.15 [ 0.25 | 0.45
Weighted | MetMus. 1.05 | 1.05 | 1.75 | 1.35 | 5.20 (“weighted” average)
scores Hermitage | 1.05 | 1.05 | 1.00 | 1.35 | 4.45 (“weighted” average)

Table 3:The scores and the evaluation for “all the works of a given artist”
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* Use of Attributes as a way to detail scoring

* Use of Concrete Tasks, CTs, as guidelines for
empirical testing

* Use of weights as a way to translate scores into
evaluation

* Use of user profiles in order to assign weights

The specific contribution of the Bologna group
(there is also another research group, coordinated
by The Museum of Science and Technology of Milan,
examining the same issue for scientific and techni-
cal museums) is described in this paper. Our task
has been the identification of a general framework
for defining a set of AT suitable for Art Museum
Web sites The framework is the result of an exten-
sive analysis of several Web sites which are now
the objective of our trial inspection.

The current work consists of identifying, through
the ATs, the “universe of possible functions” that a
museum Web site should support; the next step
will be to pair user profile features with ATs. The
goal is to generate an overall schema showing what
type of user is interested and in what information/
action.The combination of user-profile/AT is what
we mean by User Scenario; therefore, we could also
say that we are trying to build a large set of pos-
sible user scenarios for museum Web sites.

We aim at providing a contribution to the commu-
nity of people interested in museumWeb sites (mu-
seum curators, designers,Web managers, etc.), shar-
ing our understanding of what it means to evaluate
quality and usability of “virtual artifacts”.

Since the amount of work to be performed is im-
mense, and we would like to generate a discussion
in a large community, the authors encourage all in-
terested persons to contact them in order to en-
large the scope and the validity of this research in
evaluation.
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Towards Tangible Virtualities: Tangialities

Slavko Milekic, M.D., PhD, The University of the Arts, USA

Abstract

Rapid proliferation of different types of interaction devices that use more natural channels (voice, touch, gesture) for
interfacing with the digital medium illustrates the trend (and need) towards the creation of more ‘humane’ interaction
mechanisms. However, the current historical paradox is that modern technological advances are dramatically ahead of
our understanding of their possible uses and meaning on a conceptual level.

In this paper | will present an overview of some of the currently available interaction technologies, the conceptual
barriers that limit their use and the case for the creation of interaction mechanisms that make abstract (virtual)

information more tangible.

Keywords: interfaces, interaction, haptic interfaces, perception

Introduction

The meanings associated with the adjective “tan-
gible” in an on-line version of the Merriam-Webster
dictionary (see references for URL) include;

I a : capable of being perceived especially
by the sense of touch : PALPABLE
b : substantially real : MATERIAL

2 : capable of being precisely identified or
realized by the mind <her grief was tangible>

The listed synonym for “tangible” is PERCEPTIBLE,
which in turn, has the following synonyms: SEN-
SIBLE, PALPABLE, TANGIBLE,APPRECIABLE, PON-
DERABLE.The evolution of the term, starting with
sense percepts related to the sense of touch and
ending with precise mental identification and real-
ization of abstract concepts (like ‘grief’ in the defi-
nition above), corresponds, more or less, to my view
on this topic. In this paper, | would like to make a
case that association of virtual and abstract infor-
mation with multimodal sensory experiences cre-
ates a new layer of knowledge and action spaces
that is more natural and efficient for humans.These

REALITY

canscious
Inowledge

in-between domains, where interactions with vir-
tual data produce tangible sensations, | dubbed
tangialities (see Figure 1.).

Please note that the way | define the term tangiality
includes all sensory modalities and is not reduced
just to those related to the sense of touch (haptic,
cutaneous, tactile).

Our body may be considered as the first interface
between ourselves and the real world.The interac-
tions were guided by our goals (intentions), carried
out through actions, and repeated or corrected
based on perception of the consequences of ac-
tions (observations).

Body actions were soon enhanced through the use
of tools (artifacts). Norman ( Norman 1991) intro-
duced the concept of a cognitive artifact, as a tool
that enhances cognitive operations. Although the
enhancement of body actions is sometimes achieved
by sheer magnification (using a lever, or inclined
plane), the enhancement of cognitive operations is
most often the consequence of changing the nature

TANGIALITY VIRTUALITY

Figure 1. Representation of different action/knowledge domains
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of the task. An example of a cognitive artifact that
enhances our ability to memorize and recall events
is a personal calendar. Instead of trying to rehearse
and memorize all of the events for weeks to come,
we have to remember only to write them down
into the calendar,and to consult the calendar every
day.In the context of tangialities, cognitive enhance-
ments are also the consequence of changing the
nature of the task. Most often a change is in shift
from relying on formal, abstract operations as a
means of gaining knowledge, to direct manipulation
of data (properties) with instantaneously observ-
able results. For example, in order to answer the
problem illustrated in Figure 2.,“are the dimensions
of the smaller cubes exactly one-half of the larger
one!” we may use conventional knowledge of alge-
bra and solve the problem. Direct manipulation
approach would be just to juxtapose two smaller
cubes next to the larger one and the answer be-
comes self-evident. Note that the formal solution
can be made harder by choosing different dimen-
sions (for example, the height of the big cube could
be 8.372914) but this does not influence the direct
manipulation solution.

| would like to add another word of clarification.
For the purposes of this paper, | am not going to
address a very fruitful area of research often re-
ferred to as “tangible interfaces” (for example, see
Ulimer, B., Ishii, H.2000,and Patten,]., Ishii, H., Hines,
J.» Pangaro, G. 2001). The cornerstone of this ap-
proach is in using real objects with desired physical
(manipulable) properties as data representations/
containers.These objects embody computation re-
gardless of whether they are connected to a com-
puter or not.Although the areas of development of
tangible interfaces and tangialities overlap, and will
probably merge in the future, in this paper | will
focus on procedures that endow data representa-
tions with tangible properties and thus make ma-
nipulations carried out on data available to our
senses.

A

4 . (4*2=8)=

Direct Manipulation

The first human-computer interfaces were abstract,
efficient and accessible only to expert users. They
involved learning the vocabulary and syntax of a
command language which was then used to initiate
some operations on the digitally stored data, and
often one needed to issue a separate command to
see the results of the previous one. There was no
continuity of interaction - once the command was
issued, there was no way of interfering with the
process (short of aborting it). There was also no
sensory feedback that would provide relevant in-
formation about the operation on an experiential
level.

One of the first examples of a tangiality domain
was the introduction of Graphical User Interface
(GUI) and the concept of direct manipulation.“Di-
rect manipulation”, a somewhat misleading term,
was introduced by Ben Shneiderman in 1983 to
describe what we take today to be an integral part
of human-computer interaction - the use of a mouse
(cursor) for pointing at and manipulating graphi-
cally represented objects. The crucial characteris-
tics of direct manipulation are: a) continuous vis-
ibility of the manipulated object; b) all the actions
carried out on the objects are rapid, incremental
and reversible; and c) the consequences of actions
are immediately visible (Shneiderman, 1983, 1998).

What makes direct manipulation a tangiality domain
is the fact that it provided continuous sensory in-
put (visual and kinesthetic feedback from hand-on-
mouse positions) while acting on abstract param-
eters (like location coordinates, adjacency, parallel-
ism) of digitally represented data. In spite of the
fact that the output in direct manipulation depended
on a single sense (vision), it truly revolutionized
human-computer interaction.

—co—P

Figure 2. Getting the result using abstract operation or direct manipulation

s
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Figure 3.“Direct manipulation”. Notice that in spite of the term the movements
of the mouse are (indirectly) mapped to the screen coordinates.

Suddenly, anyone who could see and make hand
movements could use the computer. However, it is
the very success of the direct manipulation para-
digm that is now one of the obstacles to creating
even more efficient interfaces.

Problems with the Traditional
Interface

As Malcolm McCullough aptly put it in his book
“Abstracting Craft” (McCullough, 1996), one of the
problems with the traditional “point-and-click” in-
terface was the increased separation of the hand
and the eye. In performing operations on digital data,
the eye was given a mayor role of identifying, focus-
ing, monitoring and interpreting, while the hand was
reduced to performing simple repetitive gestures.
The fact that the rising number of repetitive mo-
tion injuries is associated with individuals working
with computers indicates that this analysis is not
just a handy metaphor. Shifting the control to the
eye did not bring any benefits either. Besides its
physiological role in finding and interpreting visual
clues, in the traditional GUI the eye is forced to
play the role of the white cane of the blind for the
hand. All of the cursor guidance and positioning,
often demanding a single pixel precision (in graphic
programs), is done under the guidance of the eye.
This leads to overstraining of this sensory channel
to the point that computer operators ‘forget’ to

blink, ultimately developing the chronic dry con-
junctivitis of the eyes.

In our other daily activities we rarely depend on
single-sense feedback.Take, for example, the simple
act of putting a pencil on the table. Although the
eyes are involved, their role is more general — see-
ing whether the surface of the table is within our
reach, and if it is clear of other objects. The actual
act of putting the pen on the surface is guided more
by cutaneous and proprioceptive clues, and aug-
mented by discrete but definite auditory cues.This
multimodal and complementary feedback is the
reason our daily actions do not cause over-strain-
ing of -any particular sense.

Introducing Multimodal Interaction

Although the term multimodal interaction encom-
passes both input and output, | will focus more on
ways of making the output in human-computer in-
teraction more tangible by using different sensory
channels. This should not be taken as an indication
that multimodal input (for example, using both
speech and gestures) is of lesser importance. It just
introduces another level of complexity that goes
beyond the topic of this paper.

The value of multimodal output (feedback) was rec-
ognized in HCI design and is currently most widely-
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Figure 4. Movement of the iFeel mouse (cursor) over the table cells is augmented by haptic output
produced by vibro-tactile unit in the mouse. Although the stimulus is fairly discreet it significantly
reduces the load of the visual sense during table input or selections using pull-down menus.

spread as coupling of actions to sounds. Sound pro-
duction is a standard part of modern computer
systems, and it is astonishing that the value of con-
sistent sound feedback was not recognized earlier
and integrated into interface design guidelines. By
coupling actions to sounds | do not mean often
exotic “sound schemes” featuring drum-rolls for
window closings and alarm clock sounds for warn-
ing messages. An example of consistent auditory
feedback is a discrete “click” associated with open-
ing of a new window in Microsoft Internet Explorer.
The sound is so discrete that many users don’t con-
sciously perceive it, yet immediately notice its ab-
sence when they switch to another browser.

Another indicator of this trend is the introduction
of a mouse (Logitech, iFeel ™ mouse) that allows
the user to “feel” different objects (for example,
folders) and actions (dragging, scrolling) in the tra-
ditional GUI interactions. Haptic feedback is pro-
vided by a vibro-tactile unit in the mouse and can
be finely tuned to fit individual preferences.Although
the additional information initially seems trivial and
meager (a series of vibration patterns), it becomes
very quickly evident that it significantly increases
the comfort of interactions (Figure 4.).With comple-
mentary information about cursor location or ac-
tion, the user does not have to rely as much on an
already over strained sense of vision.The difference
in the experience can be compared to the differ-
ence between typing on a standard keyboard where
every key-press is accompanied by a tactile, kines-
thetic and auditory cue, and typing using keyboards
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where the keys are outlined on a touch-sensitive
surface and provide no specific feedback. Numbers
seem to confirm the benefits to the user of haptic
technologies — in the first year they were intro-
duced Logitech sold a quarter of a million of iFeel™
mice (quoted from Immersion TouchSense ™ Web
site).

Manifest increase in the quality of interaction ex-
perience is making the devices that use haptic or
force-feedback a standard in the area of computer
games.A quote from Briggs and Srinivasan illustrates
the use of haptic interfaces in PC game playing:

Active haptic interfaces can improve a user’s
sense of presence: Haptic interfaces with 2
or fewer actuated degrees of freedom are
now mass-produced for playing PC
videogames, making them relatively cheap
(about US$100 at the time of this writing),
reliable, and easy to program. Although the
complexity of the cues they can display is
limited, they are surprisingly effective com-
municators. For example, if the joystick is
vibrated when a player crosses a bridge (to
simulate driving over planks) it can provide
a landmark for navigation, and signal the
vehicle’s speed (vibration frequency) and
weight (vibration amplitude). (Briggs and
Srinivasan, 2001)

An important area where multimodal sensory feed-
back plays a crucial role is the area of affective com-
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Figure 5. By “holding hands” one can carry out both verbal and non-verbal parts of a conversation. It
remains to be seen whether the actual emotional “value”to the users is high enough for this invention
to be economically viable. (photo and hand simulation by S. Milekic, modeled by M. Lengauer)

puting. The pioneer of research in affective com-
puting, Rosalind Picard (Picard, 1997) suggests a
number of possible applications where the affec-
tive state of a human user becomes accessible to a
computer, or another remote user. One of the ap-
plications is TouchPhone, developed by Jocelyn
Sheirer (described in Picard,2000), where the pres-
sure that a participant in a phone conversation ap-
plies to the headset is transmitted to other party’s
computer screen as a color range - blue correspond-
ing to slight pressure and red corresponding to the
maximum pressure value. Inspired by TouchPhone |
dared imagine a more sophisticated model where
haptic information is transmitted back and forth by
holding the other party’s simulated “hand” while
carrying on the conversation (Figure 5.).

Besides making abstract data manipulations tangible
and accessible to humans and providing a channel
for affective communication, using complementary
sensory feedback to illustrate complex physical in-
teractions is becoming a method of choice, espe-
cially for getting feedback while operating complex
machinery or vehicles.The paradox here is that the
human operator is most often not directly exposed
to the relevant physical changes, and these are made
available by translating numerical data into a sen-
sory experience readily interpretable by a human.
The value of adding additional simulated sensory

information to the real world task is beautifully il-
lustrated by an example provided by cognitive sci-
entist David Kirsh:

This odd situation which digital technology
creates is nicely portrayed by the way mod-
ern airplanes rely on simulations of the feel
of flying to improve the control of pilots.
Apparently, jets fly faster if their center of
mass is moved closer to the plane’s nose,
thereby changing the relative position of the
center of mass with respect to the center
of lift. The trouble is that in moving the cen-
ter of mass forward there is an increased
chance that the plane will tip into a nose
dive. To keep the plane flying on this knife
edge the speed and sensitivity of adjustments
is so great that pilots can no longer use
mechanical means to control their planes.
To assure fast enough response such jets
now rely on digital networks to relay a simu-
lated feel to the pilots.When a pilot pulls up
on his steering wheel the computers inside
the plane simulate the resistance of the aile-
rons delivering to the pilot the haptic infor-
mation he or she needs to know what they
are doing. Small computer adjustments aug-
ment and speed up these pilot reactions.To
the pilot this force feedback is an integral
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part of the way he or she flies the plane.But,
of course, there is no true resistance in the
steering wheel. Pulling harder on the wheel
is just a way of sending the number 7 to the
wing actuators instead of the number 5.
Computation is so irremediably built into
planes that pilots could be in simulators.
(Kirsh, 2001)

There is yet another area,academically not that well
researched, that readily embraced (no pun intended)
the prospect of multisensory interaction.This is the
vast domain of on-line sex.As NBC reports, there
exist already a number of (multisensory) products
that belong to the new “cyberdildonics” area,as well
as full “cyber sex suits” that allow a wide variety of
tactile sensations to be experienced on strategic
body parts (Brunker, MSN NBC online).

Barriers

While it may seem that all arguments are in favor
of building tangialities, it is worth investigating the
barriers and problems associated with this approach.
As | see them, there are some closely related gen-
eral problems that are listed here separately only
for the sake of clarity. These are:

* success of “drag-and-drop” and“point-and-click”’
interface;

* failure to realize that changing to, or addition of,
another interaction device calls for redesign of
the GUI;

* need to un-learn established (imposed) conven-
tions.

Although it may seem to be a paradox that an early
solution would be blocking the introduction of more
advanced ones, historically this is a common occur-
rence. The QWERTY keyboard arrangement be-
came standard for typewriters, and continued to
be used even for computer keyboards where any
conceivable keyboard layout is equally accessible.
In the same way, the very success of mouse/cursor
point-and-click interface made it a de facto stan-
dard closely associated with the very concept of
what it means to interact with a computer.This stan-

dardized notion of what an interface should look
like affected adversely the introduction of any new
interaction device. For example, using a touchscreen
as an interaction device while preserving the tradi-
tional GUI creates huge problems for the user be-
cause of the discrepancy in scale of objects neces-
sary for comfortable interaction. An icon with di-
mension of 8 x 8 pixels; for example,a window clos-
ing box, is perfectly acceptable for a single pixel ac-
tive tip of the cursor, but is definitely inappropriate
for finger interaction. In environments adequately
scaled for finger interactions, touchscreens have
been shown to be superior pointing devices (Sears,
Shneiderman, 1991).The same holds true for other
interaction devices - introduction of continuous
speech recognition calls for adequate feedback that
verbal information has been successfully transmit-
ted.The use of haptic mice and joysticks introduces
the texture as a GUI design element, etc.

Another general problem that has to be taken into
account when introducing new ways of interaction
is the need for un-learning of adopted conventions.
This can be a very slow process, and a transitional
stage should be a part of the design of any new
convention (and lack thereof is often the reason
for their failure).

More specific problems with the introduction of
multimodal feedback come from our lack of knowl-
edge of the complexities of multimodal interaction.
Just adding another channel to human-computer
interaction is not by default beneficial A logical and
commonsensical analysis tells us that additional in-
formation presented through another channel (like
any other information) may fall into the following
categories:

* conflicting
* competing
* redundant
* complementary

In the above list, only the last category has a benefi-
cial effect on interaction. In the following paragraphs
I will provide examples of different types of
multimodal information.
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Conflicting

Conflicting information is often the consequence of
hardware/bandwidth limitations as is the case with
lack of audio/video synchronization in streamed
Web- videos. Sometimes it is a product of poor
design; for example, when an animated character’s
mouth movements are inappropriate for actual ut-
terances. Conflicting information is sometimes pur-
posefully designed into an application. An example
is some Web site designs which try to keep the
user “glued” to the site in order to artificially boost
ratings.

Competing

An example of competing multimodal information
is a voice overlay that is not synchronized to the
printed text one is trying to read.Animated graph-
ics (Gifs) on Web sites are another example of in-
formation competing for the same sensory modal-
ity (visual) and claiming a part of cognitive resources.
An example from everyday life is the effect carry-
ing on a phone conversation has on driving ability.

Redundant

A definition of redundant multimodal information
conveyed through another sensory channel, which
does not increase the total amount of information
about the interaction but is also not adversely af-
fecting the interaction.

Complementary

Complementary multimodal information is informa-
tion conveyed through another sensory channel that
does increase the total amount of information re-
ceived and has a beneficial effect on interaction.This
effect can be manifest as an increase in efficacy of
interaction, or decrease in number of errors.This is
the only instance where the bandwidth of human-
computer information channel is increased by en-
gagement of another channel.

Case for Building Tangialities

In conclusion, one can make the case for building
tangialities for the following reasons:

* widening bandwidth of human/computer com-
munication channel;

* adding affective dimension to interaction;

* allowing grasping and manipulation of complex
concepts without the need for explicit formal-
ization;

* reducing cognitive load by use of intuitive body
(biological) knowledge;

* reducing the strain on one sense (vision) - single
sense fatigue;

* possibility of adding another dimension to meta
data — “how does it feel” (being able to feel the
texture of paintings and other, otherwise “un-
touchable” objects)

Another significant use of tangible descriptions of
data and results of data manipulations is in making
the digital domain more accessible for populations
with special needs.There are already some promis-
ing results in this area (Yu, Ramloll and Brewster,
2001; Gouzman, Karasin, Braunstein 2000).

Currently, we are lacking a satisfactory theory of
multimodal interaction and most often arrive at
usable results through a process of trial and error.
It is evident that this theory has to come from in-
terdisciplinary efforts bridging the disciplines as di-
verse as neurophysiology, tele-robotics and com-
puter science.
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Abstract

As museums and educators struggle with the challenges of presenting their material in a digita! format, many overlook
the application that has spearheaded the development of virtual reality for the average consumer: 3D realtime game
engines.These 3D game engines offer greater versatility, usability, maturity, simulation and codebase than most current
3D realtime frameworks. At the University of Aizu, we are using the Quake engine in conjunction with the Povray
raytracing engine to attack the problem of visualization and simulation from two sides.VVe have modeled a temple from
northern Japan that users can experience in realtime. However, to deal with the limitations of simulation in realtime,
we have added the ability for users to select a view for greater detail. The selected view is rendered in the background
as the users continue to travel through the temple, and is delivered in a separate window when finished. Our paper will
describe relevant game paradigms, their usefulness, and our work in detail, including problems and solutions we have
discovered along the way, and conclude with suggestions on how this work could assist museums and educators in
simulation and modeling.

Keywords: Simulated Environments,Virtual Reality, Realtime, 3D Games, Cultural Heritage, Historical Restoration,Virtual Museum,
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Introduction

The Web offers unprecedented opportunities for
museums to escape the physical confines of their
buildings and reach a vast new audience. Many in-
stitutions have begun to take advantage of this by
using VR and 3D technologies, but this use does
not take full advantage of the virtual information
world we are entering. One factor to be aware of
is the power of realtime modeling and simulation.
This is useful both for creating engaging on-site
exhibits, like the popular “virtual fish tanks” (MIT,
1999), and for reaching across the internet with
immersive, educational simulation programs.There
are widely varied approaches to realtime 3D mod-
eling and simulation, but this paper will focus on
game engines and solutions. Typical 3D environ-
ments used for academic and historical purposes
are often hard to navigate, obtuse and short on
interactivity. But 3D games, on the other hand, have
been designed from the ground up to be usable,
enjoyable and very interactive.The 3D gaming en-
vironments typically go further than just modeling
a static object or environment, but instead try to
simulate some additional properties and interac-
tions. People in the academic community should

Museums and the Web 2002: Proceedings

embrace and extend gaming concepts and technol-
ogy as a means of simulating, storing, testing, and
transmitting their ideas.

3D Gaming = Usability = Learning

Taking advantage of realtime 3D game paradigms
yields several advantages:increased user enjoyment,
increased use of the application, and transparent
learning. Games have been designed from the ground
up for usability and fun. The more hours a user
spends in a game environment, the better it tends
to do in the market place, and the more money it
makes.As a result, the primary focus for most game
companies is on making 3D environments that are
highly functional, easy to learn,and enjoyable to use.

By embracing game code and techniques, a planned
application can instantly come up to speed with a
usable, sophisticated interface, in an environment
that has proven staying power. Users come back to
their favorite games again and again. Game tech-
niques in conjunction with modeling and simulation

. 1 éan3 yield a very interesting potential byproduct for
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academic applications: transparent learning. If users
are constantly interacting with a program for en-
joyment, they will pick up a variety of skills and
knowledge without approaching it as a learning ex-
perience,and in some cases learn without even re-
alizing it. Currently, Mythworks and the Oregon
Center for Applied Science are working under a
grant for the National Institute of Health on a
project that involves teaching children how to navi-
gate and cross streets safely. One of the goals of
the program is to make children feel as though they
are playing a game, allowing the skills to be learned
through modeling and simulation.The more a child,
or any user, comes back to such an environment,
the more the modeling is reinforced and the more
the skills become “second nature”. Making sure an
environment is “playable” goes a long way toward
this goal. This has also been demonstrated in flight-
simulator-based games in which users who fly fighter
jets in air combat and other such engaging simula-
tions demonstrate a highly accelerated learning
curve when learning to fly a real plane (Hampton,
1994).There is at times a balance that must be struck
for an application between accurate modeling and
playability, but there is no doubt that the tools and
techniques developed by the game industry hold
great promise for academics and educators.

A Tested Interface for Free

One of the most important elements to be gleaned
from the gaming community is the set of user in-
terfaces that have evolved for control of player
movement and view direction. In contrast to other
virtual environments, the typical 3D game has
evolved as an arena for competition between play-
ers.This means there is no room for anything but
the most efficient interface between the player and
the computer. InVRML, on the other hand, the single
worst feature is its viewer interface. Most VRML
players are difficult at best to navigate in; usually
only the mouse is used, often with a very
counterintuitive set of controls. In Cosmo, for in-
stance, one must grab the center of the screen and
then stretch a line out from it to move in a certain
direction. Compare this to the very natural and ef-
ficient command standard used in Quake (ID, 1996)
gaming, in which the mouse determines “look” di-
rection and buttons or keys apply forward, back-
ward, and sideways motion. The rest of the inter-
face choices in Cosmo and other VRML clients just
get worse,and there is usually no easy way to modify
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them. Also, Quake and other game engines offer
support for additional human interfaces like joy-
sticks.Although in someVRML players it is possible
to program a new interface, this can be time-con-
suming and difficult.

Perhaps the most important lesson to be learned
from gaming interfaces is that many of these choices
have been made not by the gaming companies them-
selves but by the users, over long periods of trial
and error. Game companies learned long ago to
leave interface choices up to the user, and as a re-
sult the users have found the best combinations for
different types of games, goals, hardware interfaces,
and handicaps. This natural evolution of 3D naviga-
tion should not be ignored, and as the gaming com-
panies learned, it should always be easy to change.

Making It a Sim

Yet another aspect of many 3D games is represen-
tation and simulation of the natural world. Nearly
all such games implement basic Newtonian forces
like gravity. Other games go much further. In Black
& White, by Lionhead Studios Ltd., the user plays
the role of a god who rules over the population
and resources of a small island. The game simulates
population growth and decline, natural disasters,
disease,and social interaction.Weather in the game
has an impact on the growth of vegetation and crops.
Going even further, if a user is connected to the
Internet, the game can actually check the player’s
online local weather report and simulate these con-
ditions within the game environment.

While most museums have yet to discover 3D gam-
ing and simulation techniques, in the past few years
many have discovered the utility of “raytracing” pro-
grams for visualization.Applications like 3D Studio
Max, Maya, Poser (for character animation), and
many others have provided the capability for mod-
eling virtual environments, enabling 3D “walk
through” animations of historical sites, graphic rep-
resentation of scanned artifacts, and so forth. Al-
though there are too many examples to begin to
list them all, one of the most impressive of these
“walk throughs” was made by the “Virtual Olym-
pia” project (Ogleby, 1999) directed by Cliff Ogleby
of the University of Melbourne.

While raytracing software can be very useful for
3D visualization, we find that on their own, these
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Fig. I: Surface Representation

applications lack many features that would be nec-
essary for us to use them for modeling and simula-
tion. Most commercial and open-source raytracing
environments, and 3D games for that matter; focus
exclusively on representation of surfaces. While
surface representation can be adequate for creat-
ing relatively static scenes, more tools and better
data sets are necessary in order to accurately por-
tray a dynamic world. A good example is an anima-
tor who wishes to model a scene involving the erup-
tion of-a mountain, with rocks flying into the air.
Using old-style raytracing software, the animator
would have been required to “fake” the paths of
the rocks, by defining arbitrary curves for them to
follow. This was because the rocks were surface
representations only, and as such even if the envi-
ronment included gravity the rocks would have no
mass for it to affect. Most packages nowadays do
better than this, implementing some procedural
tricks with the surfaces to give the impression of a
gravity algorithm. However, these tricks are extend-
ing surface data and math beyond its natural and
practical limits. Because the code is based on math-
ematical “tricks” it can be implemented in many
different ways.This allows the primary commercial
packages to each come up with their own method
of handling and storing object or material proper-
ties, such as density, tensile strength, and mass dis-
tribution.This makes it impossible to share this kind
of data between applications, or even within a single
software package. Without this “real” mathemati-
cal data,accurate simulation is impossible, and with-
out a shared format, the user will find it impossible
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to adequately combine models from more than one
application. Most 3D games share these portability
and accuracy issues.

As an example, consider an animator who is using
Poser to do cloth simulation on a walking human
figure, and then needs that human figure to brush
against a tree created in PlantStudio. She will likely
find that while the cloth has a collision detection
algorithm it uses to respond accurately to the hu-
man figure, there is no such algorithm to enable it
to interact with a model from another program.
Furthermore, the cloth algorithm probably does not
include the possibility of the fabric catching on a
branch and tearing, because this situation does not
happen in a software package focused only on hu-
man figures. In order to have an interaction between
models, there is a need for an open object library
that includes simulation logic, so that cloth,humans,
and trees can be handled within the same proce-
dural framework.

SEDRIS (Sedris, 2001) seems to be the best hope
for an implementation of a common format for
simulation, and we are excited to see how it devel-
ops. Many vendors readily support OpenFlight and
SEDRIS formats. We have questions regarding the
depth and breadth of this support, however.To the
best of our knowledge, there has been no attempt
to apply SEDRIS logic to any game framework ex-
cept OpenFlight, and as part of our research we
hope to make some contribution toward linking
SEDRIS to the Quake engine.

Simulation logic can help an animator with tasks far
beyond simple physical simulations like cloth be-
havior and falling rocks. Artificial intelligence for
moving “actors” in the scene is one prime example.
The value of introducing Al into a raytracing envi-
ronment was proven dramatically in the recent film
“Lord of the Rings: Fellowship of the Ring” with the
use of the MASSIVE simulator program, which au-
tomated much of the combat Al for the movie.This
enabled the director to create gigantic battle scenes
that would have otherwise required a prohibitive
number of animator hours.The same concept could
be applied to more peaceful purposes, enabling ani-
mators to automate the life of an entire village, for
instance, based on a few simple behavioral rules for
each actor.

For this kind of simulation to be really effective, a
cross-disciplinary approach is necessary. For ex-

199



Q

ERIC

Aruitoxt provided by Eic:

Calef et al, Making It Realtime

Fig. 2: Al “Bots” in Quake

ample, with a historical simulation, only part of the
“rule set” will fall within the bounds of what we
would ordinarily call “history”,and the rest will fall
into other academic fields, such as physics, archi-
tecture, geography, and botany. In order to provide
a useful three-dimensional simulation of a Japanese
village, for example, there would first need to be
historical knowledge about what kind of people lived
there, what crops they raised, what kind of build-
ings they lived in, and so forth.To make the simula-
tion work, there would also need to be a set of
rules describing how fast an object falls if someone
drops it, what happens when it hits the ground,and
so forth — clearly the realm of the physicist. To
animate the people of the village is also outside the
traditional domain of the history department and
belongs, rather; to the field of biomechanics. Mean-
while, the land area around the village should not
be empty space; it should reflect the topography
and ecosystems one would expect at this particu-
lar time and place.This calls for expertise from ge-
ographers and botanists. Meteorologists could con-
tribute a working weather model, which would have
a direct impact on the agricultural cycle.

The possibilities for simulation are as infinite as the
complexity of the natural world. The choice for
educators, then, becomes one of deciding,for a par-
ticular application, what form the simulation should
take and what aspects of reality should be included.

Realtime versus Rendertime

In addition to their enormous utility for the anima-
tor wishing to create realistic still scenes and ani-
mations, simulation tools also make possible an
entirely different kind of application. In realtime
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simulation using gaming methods, a user can inter-
act with the program, as well as with other users,in
an immersive and entertaining environment. This
ability does not come without cost, however. In
offline simulation, the only limitations to detail are
the accuracy of the algorithms employed, and to a
lesser extent the computing time necessary to reach
the desired degree of accuracy. If necessary, the
simulation can be allowed to run for days or weeks
to attain this accuracy. In contrast, the restrictions
imposed on a realtime environment are significant.
Even at a relatively slow frame rate of ten frames
per second (barely adequate for games), all compu-
tation for each frame must be finished within 100
milliseconds. Even on the most powerful gaming
systems, this hardly allows for unlimited complex-
ity in the simulation model. Many CPU-intensive
algorithms are simply impossible to model in this
environment. In many cases, processes that are too
difficult and time-consuming for true realtime com-
putation can be precalculated and rendered into
prerecorded animations or stills,which are then sent
to the user as a movie or used inside the realtime
game environment, transparent to the user.Using a
server-client model we can have real-time
interactivity and simulation on a low power client
machine, backed up by super computers or distrib-
uted computing to produce high detail simulations,
images and animations.

Currently at the University of Aizu, we have mod-
eled such a system to run on a single computer
using Quake as the front end “client” with a thin
bridge to Povray as the backend “server”. Qur test
case is a model of Enichiji temple, from the Aizu
region of northern Japan. (See (Vilbrandt, 2001) for
an early version of the Enichiji model.) In order to
provide an immersive environment, we have cre-
ated a model of this temple which runs in Quake,
and allows the “player” to climb the stairs, inspect
the internal architecture, and move under, over,
through, or around the temple in full realtime.

However, to overcome the unavoidable limitations
on complexity of a realtime application, the “player”
may at any point choose a scene to be viewed in
greater detail. Using Povray,a much more complex
model of the chosen scene is rendered, creating
still images or animation to be viewed in a separate
window.We are working toward extending the com-
plexity of this scene, so that in addition to the
temple, there will be a section of terrain, flags blow-
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Fig. 3: Inside Temple, with Flag

ing in the wind, various vegetation and rocks, an
animated monk figure, and a flock of crows. This
will give us a better test case for demonstration,
because the interactions among the wind, the flags,
the birds, and the monk’s robes will be impossible
to render in Quake at the same level of detail that
would be possible in Povray.

Another way we have discovered to combine
“rendertime” raytracing with “realtime” gaming is
by precalculating special effects to be included in
the realtime game.As a trivial example, imagine stir-
ring cream into a cup of black coffee. The cloud
shapes that swirl around the cup could be simu-
lated using a particle-based fluid motion algorithm,
but this is almost certainly too much computation
to run in a realtime gaming environment for such a
minor effect unless this action is for some reason
critical to the game. Instead, the motion could be
simulated in advance and stored as one of the ani-
mations possible for a “cup of coffee” object, and
unless the user tried to pour the cream from the
other side of the cup, he or she would likely never
know the difference.

In our research, we found this technique of
precalculating simulations to be mandatory for pre-
senting any kind of adequate realtime simulation.
Cloth animation is a good example; in our test
model, a hanging cloth was draped in a doorway of
the temple, and a wind effect simulation caused it
to blow back and then settle down again.The cloth
was first simulated using a particle algorithm in C++.
It was then written out as a series of frames in
Povray include files. When a suitable sequence of
frames was found, after adjusting the parameters of

the simulation to get the most realistic movement,
then the coordinates of the cloth mesh vertices
were imported to a Quake model format.After that,
the same animation could be called from within
Quake whenever game logic demanded.

Current Tools, Work and Web
Interface

For an offline rendering application, we chose to
use Povray (Hallam, 1995),an open source raytracing
program with a number of features that we found
useful. It has a fairly usable scripting language, but of
even greater value was the ability to call an exter-
nal application between frames.We use this option
to call our executable program, written in C++,with
the frame number and animation clock sent as ar-
guments. The C++ code then handles all moving
entities, physics, collision detection, etc., and after
determining the new position and orientation for
each visible entity in the current frame, writes out
a POV script file, which is then rendered.

For our realtime game engine, we are using a modi-
fied version of the Quake game engine, released by
Id Software under the GPL license. While a game
engine has drawbacks in terms of supporting lim-
ited platforms and requiring users to download a
piece of software, we feel that these limitations are
more than balanced out by the speed, realism, overall
versatility and extendibility offered by such a solu-
tion.Under GPL,any historical or educational game
created with the Quake engine can be given away
for free or sold for a profit, providing only that the
source code is made available to the public. For
academia, this should be a plus.

We have specifically chosen the open-source Quake
game engine because it is one of the most-used 3D
game engines. The engine is fast and small. It was
designed 5 years ago for pentium class machines
and therefore has a broad base of systems on which
it can run. However, due to development by the
open user community, this version of Quake has
evolved to take advantage of new hardware and
software techniques and has begun to rival even
the latest Quake 3 engine from Id Software. If a
project based on the Quake engine is managed and
engineered properly, it can have both low-end com-
patibility and high-end glitz and hardware optimiza-
tion in the same application. In addition, Quake runs
on ALL the major desktop operating systems, in-
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Fig. 4: Landscape with Trees

cluding Linux. Most importantly, both Quake and
Povray have Free Software licenses allowing easy
modification by anyone, and solving some serious
problems associated with data transparency. This
means three things: one, that we have a proven 3D
code base to work with; two, that our work and
that of others after us can be preserved;and three,
that persons or institutions will be able to make
adjustments or modifications of our work in the
future without need of our presence or permis-
sion.

In the process of our research, we have also devel-
oped a library of C++ code which is available from
our Web site. Some of this code would be redun-
dant to anyone already using a high-level simulation
system such as SEDRIS, but some of it may have
relevance to people wishing to experiment with
procedural approaches to Povray and/or Quake.
Among the possibly interesting functions are:

* Landscape generation — using the simplest pos-
sible application of the diamond-square algorithm.

* Buildings — procedural generation of some very
simple building shapes. Not accurate enough for
a detailed model, but perhaps useful for low-LOD
background structures.

* Human skeletal animation system — takes input
from motion capture, .data files, and quake .mdl
files.

* Basic physics code — including gravity, drag, ac-
celeration, collision detection.

¢ Cloth simulation — with limited collision detec-
tion against a mesh.

193

* Webinterface tools — Some of our code uses
Postgres as a backend database server for stor-
ing and sharing simulation data.We have a devel-
oped an advanced html interface to manipulate
and manage this database over the Web.

All of our code writes out to both Povray and
Quake, in some form or another, unless it would be
redundant in one of the applications. In Povray, most
objects are written described as triangle meshes,
whereas in Quake the format depends on the type
of entity in question. Mobile, animated entities (hu-
mans, animals, etc.) are written as .mdl files, which
contain a description of polygons, a set of anima-
tion frames, and a “skin” texture for the model.
Larger, static entities such as buildings are written
as BSP “brush” entities (see Feldman, 1997). Of
course, for the same scene to function in both ap-
plications, the coordinate system must be identical.
For our project, that meant adopting Quake coor-
dinates to Povray.

Problems Unsolved

We have found that one of the major limitations in
using Quake has been BSP (Binary Space Partition)
representation of environments. The use of BSP
trees enables the game engine to sort the entire
scene into “potentially visible sets” of polygons. (For
a more complete description of the BSP algorithm,
see Feldman, 1997.) While this works just fine for
the simple concave environments used in Quake
(where the environment consists entirely of rooms
linked by tunnels), it does not work so well for com-
plicated and convex objects and environments.The
worst-case example so far has been the compound
convex shapes found in the roofs of Asian architec-
ture. Some convex roof examples are acceptable
while others produce such complicated BSP trees
that they become unusable.Another issue with BSP
trees is they are not easily modifiable in realtime,
making them difficult or impossible for some as-
pects of simulation.

Another difficulty with the Quake engine is its in-
ability to support large open terrain areas, making
scene design very challenging when one is attempt-
ing to simulate an outdoor environment. It is usu-
ally necessary to artificially “box in” a scene using
terrain entities such as a “wall” of forest, a hedge,a
rock wall, or some other device to limit the poten-
tially visible area from any given point in the scene.
When too much complexity is visible at any given
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Fig. 5:Wireframe of Autogenerated Building

time, the game can error by “graying out” whole
sections of the scene, interfering dramatically with
the overall sense of realism.

Finally, the game can handle only a limited number
of moving entities in a scene, like human figures,
animals, etc.The exact number is dependent on the
hardware configuration and the amount of Al being
run for each entity, but the limit seems to be some-
thing on the order of 40 to 60 entities visible at
one time. This is enough for most simulation pur-
poses, but it can pose significant limitations on
scenes involving large crowds of people, herds of
animals, and so forth.

Future Work

This work is in its infancy, and as such currently has
very little simulation support outside of basic phys-
ics and collision detection. In addition to adding links
to SEDRIS, we have plans to incorporate a much
improved skeletal animation system utilizing a ge-
netic algorithm to minimize energy expenditure.
(See the work of Schmitt and Kondoh, in Schmitt,
2000). We also intend to increase our use of par-
ticle and voxel systems for solids representation,
and to add links to the HyperFun library (Pascoe,
1996) for function representation of solids (F-Rep).

Our main focus in the near future will be to extend
our current Quake-to-Povray framework. We in-
tend to fully implement a realtime Quake client
communicating with a backend Povray server across
the Web. Users will be able to choose a scene or
path through the realtime environment and have it
rendered and returned to them in high detail. This
will allow institutions to offer the equivalent of
mainframe processing power to the average home
computer user.

Fig. 6: Example of a Difficult Roof

Conclusion

We see the combination of simulation tools with
realtime, potentially multiplayer gaming to provide
museums and academics with any number of new
ways to involve visitors in interactive learning ex-
periences. Also it has been demonstrated that an
effective application can create a community around
it.This means larger and lasting participation in given
fields, exhibitions or focus and for museums it means
more visitors. Some applications might include the
following:

* Users could participate in an industrial process,
running an airplane or automobile factory, or be-
ing part of the operation of an early coal-fired
electric plant.

* Museums could have “game rooms” with many
computers networked together, allowing visitors
to take part in multiplayer interactive simulations.

* A school class could become the population of a
farming village, and spend the afternoon planting
wheat, learning to fix sheds and houses using ap-
propriate tools and resources, deciding what
crops to plant, where to clear forests, where to
trade and what to barter for. They could learn
firsthand the need for pottery, because when the
villagers stack the grain in open piles or in sheds,
the water comes in and their next year’s supply
of food rots. Accurate simulation could require
the players to build a kiln hot enough to fire the
clay that the villagers dig up nearby,and that would
help determine the amount of wood that the vil-
lage harvests. This sort of game can teach con-
stantly without the participants ever even becom-
ing aware of the instruction.
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* In an astronomy exhibit, visitors could view the
orbits of the planets around the sun, or stars
around the galactic core. Users could navigate a
virtual spaceship or modify the masses of the stars
and planets and observe the forces of gravity.

The content in these facilities could be updated
regularly, for very little cost, by museum staff using
an html interface to the simulation database. Con-
stantly changing content could keep people inter-
ested and returning to the site or to the institution
to see what is currently “going on” in the simula-
tion.Any of these projects could also be made avail-
able over the general Internet. For museums, this
means allowing people anywhere in the world to
have access to the information stewarded by the
museum, and as a byproduct potentially increasing
membership.

As a final note, much of the logic and work done in
the field of modeling and simulation seems to be
related either to violent video games or military
applications.We wish to be part of a move toward
the exploration of more peaceful and educational
subjects for simulation. Considering the dangers
currently faced by heritage sites and natural re-
sources as a result of human war, overpopulation,
and over-consumption, it can only be a good thing
for museums and public educators to have access
to better tools for reaching out to the general pub-
lic. Using realtime game engines can create
immersive and entertaining environments for edu-
cating members of the public about the processes
and forces that impact our lives, our history, and
our future.
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Networked Multi-sensory Experiences: Beyond
Browsers on the Web and in the Museum

Fabian Wagmister and Jeff Burke, HyperMedia Studio,
School of Theater, Film and Television, University of California,
Los Angeles, USA

Abstract

The defining characteristic of the digital era is the potential that it brings for “real-time” interconnection between
anything that can be measured, expressed, or controlled digitally. The World Wide Web stems from one type of digital
interconnection:well-defined standards linking a“browser” with remote machines presenting information to be browsed.
Yet digital technology enables more than just new approaches to presentation, browsing, and searching. It can create
dynamic connections between different physical spaces and across sensory boundaries, and provide experiential interfaces
for interaction that move beyond the mouse, keyboard, and screen. It can relate the physical space of the museum to
the virtual space of the Web for both individual and group experiences.

Using our past media-rich installation and performance work as a reference point, this paper will present a vision of
digital technology for the museum as a dynamic connection-making tool that defines new genres and enables new
experiences of existing works. The authors’ recent works include the interactive media-rich installations Time&Time
Again... (with Lynn Hershman, commissioned for the Wilhelm Lehmbruck Museum, Germany), Invocation & Interference
(premiered at the Festival International d'Arts Multimédia Urbains, France), Behind the Bars (premiered at the Central
American Film and Video Festival, Nicaragua), and ...two, three, many Guevaras (commissioned for the Fowler Museum
of Cultural History, Los Angeles), as well as the recent UCLA performance collaborations Fahrenheit 45 I, Macbett, and
The lliad Project.

Keywords: interactive, digital technology, digital media, performance, aesthetics

Introduction Selected Media Installation and

Beyond browsing—beyond the “point and click” of Performance Work

mice, keyboards, and tablets—digital technology
gives us the capability to make connections between
people’s actions, media, and physical and virtual

...two, three, many Guevaras (1997)
by Fabian Wagmister
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Aruitoxt provided by Eic:

spaces. These connections can surround and pro-
vide context for art or create it. They encourage
engagement beyond basic navigation of tradition-
ally hermetic “delivery” structures for video, audio,
text,and other media. Here, we describe in detail a
few media-rich interactive installations and perfor-
mances developed at the HyperMedia Studio, a digi-
tal media research unit in the UCLA School of The-
ater, Film and Television. A set of “core technolo-
gies” that enable this work is then listed briefly.With
both the creative work and technology as a back-
drop, we propose components of a “digital aes-
thetic” that unify this work and provide a research
focus for our own experimentation.Along the way,
we discuss the possible extensions of this approach
to museum exhibit design.

An exploratory database installation commissioned
by the Fowler Museum of Cultural History, ...two,
three, many Guevaras undertakes the challenge of
analyzing the message and relevance of Latin Ameri-
can revolutionary Ernesto “Che” Guevara through
the artworks he inspired.This constellation includes
paintings, engravings, murals, posters, sculptures,
poems, songs, and every other imaginable form of
artistic representation. These works, originating in
over thirty-three countries, amount to thousands
of constituent media units. Multimedia relational
database technology and large touch-sensitive dis-
plays are used to present a media-rich exploratory
experience guided by an aleatory interpretative
engine.
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Fig. I: Selected views from ...
two, three, many Guevaras

The participants are able to navigate the many cre-
ative articulations about Che and explore the com-
plex weave of interconnections among them.The
aesthetic, conceptual, historical and contextual
forces informing these art works are embedded into
a complex interactive navigational structure through
the implementation of an adaptive search process.
Rather than using standard“hyperlinks” with a single
destination, the piece presents a thumbnail selec-
tion of media elements drawn from the database at
random, according to a probability distribution de-
termined by a set of interpretative modes and rel-
evance rankings. (See Figure 1.)

These categories and weightings determine the
probability that an image will appear as a thumbnail
along with the one selected by the participant.This
system is discussed in more detail in (VWagmister,
2000).

The participant’s choices affect the weightings of
each media unit, so that navigation of the piece
slowly blends the author's original rankings with
those generated by the participant’s connection-
making choices. As a result, the media selections

2
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Fig. 2: Sample image from Time&Time
Again... showing museum visitors’ silhouettes filled
with images of technology and superimposed on
remote video.This display is output to a large rear
projection screen in the museum space.

and combinations have been significantly different
at the piece’s different showings;for example, in Los
Angeles and Cuba. By involving the participants in a
part of the creative process, the piece reflects back
the viewing context in its own navigational struc-
ture.

Time&Time Again... (1999)
by Lynn Hershman and Fabian Wagmister

Time&Time Again... extends media navigation to a
site-specific context with bothWeb- and body-based
interfaces.A distributed interactive installation, the
piece was commissioned by the Wilhelm Lehmbruck
Museum in Duisburg, Germany, as part of its Con-
nected Cities exhibit. It explores the complex rela-
tionships between our increasingly interlinked bod-
ies and machines, and the resulting techno-cultural
identity.

The installation places museum visitors and Internet
viewers in a complex web of engineered interde-
pendencies with each other and with the facilitat-
ing apparatus. At the museum, a large screen pre-
sents participants with live video images originat-
ing in train stations,coal mines,and steel mills.These
locations are the nodes in a network of industrial
connectivity in the Ruhr region of Germany, an in-
frastructure being challenged and superseded by the
new network, as the industries that once defined
the region become less and less cost-effective. As
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participants examine these projections, transfigured
silhouettes of their own bodies are superimposed
onto the external video signals, resulting in a com-
posite image integrating the remote and museum
elements.As each silhouette mirrors the movements
of the corresponding participant, it does not re-
flect the details of the individual’s body but instead
functions as a window to a hidden scheme of tech-
nology. (See Figure 2.)

By moving toward or away from the screen, par-
ticipants control the perspective of technology pre-
sented within their bodies.As in ...two, three, many
Guevaras, a large database of media is used, though
it has a fixed navigation scheme in which the prob-
ability of an image being chosen for a certain layer
is uniformly distributed. At one end of the installa-
tion space,away from the screen,“macro” technolo-
gies such as aerial shots of transportation, commu-
nications, or industrial structures from the Ruhr
region are selected; at the opposite end, closest to
the screen, images show micro perspectives such
as circuits, gears,and computer boards.

A robotic, telematic doll is a synthetic witness and
wired voyeur in the museum space. Simultaneously
a human look-alike and a machine wannabe, its child-
like form implies an alien perspective. From a cor-
ner of the installation space this “main character”
of the piece observes participants’ interactions with
the environment and speculates on the nature of
the symbiosis between humans and technology.
Cameras behind its eyes stream live to the Web
where remote participants at once watch and be-
come part of the feedback system of the piece.The
doll facilitates Web and museum participants’ aware-
ness of the two interconnected spaces. In addition
to remote viewing, visitors to the piece’s Web site
can select which remote camera is displayed at the
museum, control telematically the pan and zoom of
the robotic doll’s vision, and record video fragments
into a navigable database history.

All of the dynamic media elements used in the en-
vironment are produced and combined on the fly
and are not automatically recorded; each moment
of the process is aleatory and ephemeral. The his-
tory database allows only Web viewers to choose
to record, store, and characterize segments of the
doll’s vision stream, collectively creating the piece’s
memory.

As suggested by Eco (1989), the piece is open: it is
completed, both conceptually and experientially, by
the simultaneous action of both Web and museum
visitors. Itis only through the museum participants’
electronically transformed silhouettes and their
movement that theWeb users can view the deeper
layers of technology. And it is only through Web
participants’ actions that the images from the re-
mote camera sites are switched and made acces-
sible to people at the museum installation.

Invocation and Interference (2000)
by Fabian Wagmister

The museum experience of Time &Time Again... is
driven by a sensual connection between participants
and media, while the reach of human communica-
tion through technology is addressed in the online
experience of the piece. These themes are revis-
ited in a different arena in Invocation and Interfer-
ence (INx2),which was first shown at“Interferences:
International Festival of Electronic Art” in Belfort,
France. It begins with the idea that to communicate
beyond bodily reach, prevailing over the limitations
of time and space, remains a constant human de-
sire. At the personal level this need gives rise to
innumerable cultural practices that regularly over-
lap and collide, producing unexpected readings and
relational interpretations. INx2 explores this phe-
nomenon as experienced from a car traveling in
the Argentine pampas.As one travels the immense
distances of this region, two modes of very inti-
mate communication collide in public articulation.
On the one hand, the traveler encounters count-
less small religious shrines on the side of the road.
These shrines, located in the middle of nowhere,
represent promises, rememberings, gratitudes, re-
quests to powers beyond the physical. Each shrine
articulates a personal vision of popular faith and a
transferring of the most intimate to the most pub-
lic.At the same time, on the regional radio stations
announcers regularly read personal messages des-
tined to those who live and work in the country-
side away from the reach of the telephone. These
messages cover a broad set of communicational
priorities, from the mundane to the tragic. For an
anonymous and casual traveler, the intersection of
these two communicational modes represents a
significant interpretative experience.
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Fig. 3:The initial condition of Invocation and
Interference.

Upon entering INx2, participants see a group of
monitors of different sizes positioned on pedestals
of different heights, as shown in Figure 3.

From the distance, it is clear that they reveal sec-
tions of a composite video image: the landscape of
the pampas as seen from a traveling car.The sound
of wind and the tuning of a car radio searching for
a station is heard. Upon moving towards a particu-
lar monitor to the point where it dominates the
visual field, the viewer is presented with a video
view of a road shrine from a static camera position.
This footage is selected at random from a large
database collection. The sound of radio messages
plays from that monitor at low volume, forcing the
viewers to get closer to hear clearly.As the viewers
move closer there is a realization that bodies con-
trol a zoom effect over the video image, allowing
more careful examination of the shrine. Ultimately
as the sound becomes clear, the extreme level of
zoom causes the images to become distorted. Each
of the monitors functions independently, allowing
multiple participants to navigate the piece simulta-
neously. Those monitors with no person nearby
continue to show the passing landscape. From a dis-
tance, the group of monitors with participants in
INx2 becomes a real time dynamic collage of the
superposition of a number of forces: the driving
through the pampas, the shrines of faith, the radio
station’s personal messages, and the interaction of
the local participants.

The participants in INx2, by moving their bodies to
explore the piece, create a sort of collective chore-
ography with the video images for those watching
from behind. David Saltz (1997) has argued that all
computer-based participatory experiences are in-

—
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Fig. 4:A visitor to Hamletmachine
experiments with the relationship between his
body, shadow, and the piece’s dialogue.

herently performative. The role of the user’s pres-
ence in the system of an interactive piece takes on
an element of performance as the participant does
what is necessary to explore it. In another area of
our research, we investigate the implications of digi-
tal technology for traditional performance work and
for pieces like Hamletmachine, that are part exhibi-
tion, part installation, and part performance.

Hamletmachine (2000)
Installation by Jeff Burke, based on the play
by Heiner Miiller

In this piece, an original audio performance of Ger-
man playwright Heiner Miiller’s Hamletmachine is
divided into segments and stored in fifteen pieces
using straightforward digital editing. In an installa-
tion space, first created for the Fusion 2000 confer-
ence in Los Angeles, every shard is played back si-
multaneously, its continual loop in time unaffected
by the movements of its visitors or the state of any
other sound fragment. Several bright lamps at one
end of the space cast their light on a long strip of
sensors at waist height on the opposing wall. A visi-
tor, who is by action or inaction part of the perfor-
mance, reveals any or all of these dialogue fragments
by casting a shadow on the sensors along the wall,
as seen in Figure 4.

A simple relationship is constructed by a computer
hidden from view: the less light on a sensor, the
louder its dialogue fragment is played through the
speakers in the space.The darkness of the shadow
on a particular sensor controls the volume of its
line at that moment without affecting the delivery
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itself; each sensor contains and reveals its segment
of dialogue without quite allowing complete con-
trol. The different lengths of each loop ensure that
the piece will almost never be the same twice.

- Miiller’s play itself is Hamlet—the play, character,and
the actor—ripped apart with German history and
performed in pieces. This particular work further
fragments it and presents the fragments simulta-
neously, with no one line or time privileged over
another except by choice of the observer-partici-
pant. In some ways, it attempts what Jonathan Kalb
describes about RobertWilson’s production of the
same piece:

The text, in other words, was simultaneously
obliterated and preserved as a monument—
like the images in it of Stalin,Mao, Lenin, Marx,
and like Hamlet, the Hamlet Actor and his
drama. (Kalb 1998)

The text is both sheltered and shattered by the
perfect preservation and repetition possible with
digital technology, while its complementary capa-
bility for dynamic manipulation of media allows each
experience to be a different collage of sound and
meaning. Standing close to the strip of sensors and
far from the lights, one observer-performer can only
reveal a few shards of dialogue at a time, but the
shadows are deep and therefore the volume of each
segment is quite loud. A person standing closer to
the light casts a wide shadow across many sensors,
revealing all fifteen fragments at once—a cacophony
as if the entire play is being performed simulta-
neously. In between the extremes, ducking below
the sensors and extending their hands into the space,
or working with another person, the observer-par-
ticipants can explore many other variations of the
same text.

Macbett (2001)
Directed by Adam Shive, Interactive
Systems by Jeff Burke

Seeing an actor familiar with Hamletmachine work
within the space to create a unique type of perfor-
mance encouraged us to continue experimenting
with “interactive” technology on stage, translating
the experience of developing systems for media-
rich installations to performance. The recent pro-
duction of Eugene lonesco’s Macbett at the UCLA

Fig. 5: In Macbett, wireless position trackers
were concealed on actors and embedded in
props like this witch staff.

Department of Theater was the department’s first
performance to incorporate “interactive systems”
that allowed lighting and sound to adapt automati-
cally to performer position and movement. Macbett
was produced in the process typical of large shows
at UCLA. It was directed and designed by graduate
students, advised by faculty, managed by department
staff, with undergraduate students forming the cast
and crew. Like other efforts at the HyperMedia Stu-
dio, it also involved the collaboration of students
from computer science and electrical engineering,
who helped to develop the technical systems con-
currently with the production process (Burke,2001).

In Macbett, we concentrated on the development
of a toolset for defining relationships between per-
former action and media on stage, specifically the
lighting and sound of the performance.The system
worked in concert with the production’s normal
crew and was not designed to replace them, but
instead to augment the designers’ palettes with
“adaptable” media components. A wireless per-
former tracking system was used to monitor a to-
tal of five performers and a few props used by the
characters (see Figure 5).

We developed a set of software tools that allowed
large-scale theatrical lighting and sound design to
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adapt to actor position and movement. Six com-
puters communicating over an ethernet network
performed a variety of tasks, providing graphical
interfaces, controlling lighting and sound, and “in-
terpreting” position information to make inferences
about how performers moved instead of just where
they were.

Though a variety of performer-driven cues were
created, the most interesting were those that did
not just make complex sequences more respon-
sive to performers, but actually showed promise of
affecting the process of creating theater. For ex-
ample, the primary agents of the supernatural in
the play—the two witches, who also appear as Lady
Macbett and her Lady-in-Waiting—were each to
have their own control over the stage environment
through their staffs. The first conjured thunder and
lighting by raising the staff quickly in the air—the
quicker and stronger the thrust, the more power-
ful the lightning strike—while the second witch
swirled her staff to create ripples of darkness, color
shifts,and the sound of whirling wind proportional
to the speed of her staff. These relationships were
activated at the beginning of each scene where the
witches appeared and lay “dormant” until the proper
action was taken, allowing the actresses to conjure
them up at any point.These cues required the per-
formers to be aware of their new capabilities on
stage and to work with the director to explore how
they could be most effectively used.

The lliad Project (2002)
Performance architecture by Jeff Burke,
Adam Shive, Jared Stein

Macbett was a traditional play that was quite de-
pendent on theatrical convention. From our expe-
rience with this existing text and the traditional
production process arose the desire to explore the
simultaneous evolution of text, design, performance
technique, and technology, rather than “attaching”
or “designing in” technology to another produc-
tion.This change in process brings us full circle back
to the concepts and technologies found in the in-
teractive installation work discussed initially and
blends them into a performance experience. The
lliad Project aims to develop an architecture for an
original performance work that draws its themes
from Homer’s lliad and its context from the city
where it is performed.

This new work is being constructed as a process
that the audience intersects and influences, not sim-
ply a single, repeated performance that uses new
technology. It will merge an on-line exploration of
the world of the piece with a combination of inter-
active galleries and performance spaces. Through
careful integration of a database of audience infor-
mation, sensing and image capture technology, and
dynamically processed media, the piece will engage
the audience-participants by modifying its own text
and design elements based on the groups of people
who visit the Web site and attend a particular per-
formance.

The lliad Project’s primary technological focus is
audience interaction and implication through the
dynamic customization of media.Where necessary,
it will also incorporate dynamic control of the pro-
duction environment based on performer action,
as developed for Macbett.

Core Technologies

It is challenging to list all of the technologies that
are redefining storytelling, the experience of art-
work, and everyday life, though Stephen Wilson
makes an amazing attempt in his new text (Wilson,
2002).Yet in our work we can find a set of “core
technologies” that enable and inspire the creative
projects listed above. Most of our technological in-
terests run parallel with “ubiquitous” and “perva-
sive” computing research. This field includes the
development of unobtrusive sensing technologies,
wireless networks, and continued miniaturization
of input/output interfaces. Mark Weiser’s seminal
1991 article “The Computer for the 21 Century”
envisioned the home and office computing systems
of the future that are becoming a reality today
through this work (Weiser, 1991).An excellent sur-
vey of recent ubiquitous computing research can
be found in (Abowd, 2000). Information on these
technologies fills many books, journals,andWeb sites.
They are mentioned briefly here to provide a tech-
nological background for the creative work de-
scribed above.

Instrumented objects and environments

Emerging sensing technologies enables new expe-
riences for the museum, theme park, educational
space, theater, and the home. Sensors provide the
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entry point into the loop of communication be-
tween humans and digital systems. They can mea-
sure touch, temperature, proximity, vibration, me-
chanical movement, and many other physical quan-
tities. Their intrinsic capabilities, as well as our ca-
pability to process and interpret the data they pro-
vide, will shape our environments in the future. In-
dividual devices are becoming smaller, cheaper, and
more accurate; they are starting to shed their wires
and could become as ubiquitous as dust (Kahn,
1999). Rapid, accurate localization (tracking) of a
large number of wireless sensors appears to be fea-
sible in the near future (Savvides, 2001). Simulta-
neously, our ability to use cameras and microphones
as sources of information for digital systems is con-
tinually increasing, offering possibilities for real-time
control through completely remote sensors (Favaro,
2000; Wren, 1997). As these technologies mature,
the need for the keyboard, mouse, and tablet will
fade; this will occur most rapidly in environments
emphasizing content engagement over “‘productiv-
ity”” In our creative work, which deals with the
former, we have used sensors ranging from the
simple (photocells in Time&Time Again... and
Hamletmachine) to the sophisticated (ultrasonic
tracking in the Macbett positioning system).

In addition to new sensors still under development,
the commercial sensing and factory automation in-
dustry manufactures a large variety of reliable, net-
worked systems for acquisition of sensor data. We
moved early on to using these types of systems for
our “standard” sensing needs because of their reli-
ability and the wide range of products available.The
Tech Museum of Innovation in San Jose has used

similar systems on a larger scale with much success
(Ing, 1999).

Dynamic media control

In the works described above, sensing technologies
are combined with digitally controlled media that
include audio, video, and still images as well as light-
ing, motor control, and environmental effects. Digi-
tal control allows media to be the outlet for rela-
tionships connecting the physical world—as mea-
sured by sensors—with the digital world of data-
bases, networks, and machine intelligence.The high
bandwidth and large storage requirements of digi-
tal media are becoming less costly as the technol-
ogy continues to develop, pushed along by the con-
sumer entertainment market.

© Archives & Museum Informatics, 2002
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For now, our focus remains primarily on media that
is not computer-generated: live and recorded video,
audio, and still images. This focus reflects the
strengths of our School of Theater, Film and Televi-
sion and our desire for maximum engagement with
minimum system complexity. (However, we have
begun exploring 3D modeling for pre-production
and sensor data visualization.) To implement flex-
ible media delivery, we have used a number of me-
dia control technologies also found in museum sys-
tems. For example, multi-channel MPEG-2 hardware
decoder cards have become our standard method
of delivering many channels of high quality full frame
rate and full resolution video from a single work-
station. For lighting control, we have developed cus-
tom software to control industry-standard DMX
lighting systems using off-the-shelf controller hard-
ware. For sound management, we have used Cy-
cling 74's popular Max/MSP software package run-
ning on commodity Macintosh computers. (Burke,
2001)

Databases

Digital technology's capability for “real-time” con-
nection-making is complemented by its ability to
store and query massive amounts of information.
In exhibitions, performances,and media installations,
the database may be used as a repository for con-
textual and background information.This is familiar
to anyone who has designed a large database-driven
Web site. However, within an artwork or interac-
tive experience, the database also can be consid-
ered conceptually as a work’s memory, leading art-
ists and designers to develop interesting uses of
databases without worrying at first about techno-
logical specifics. Databases can store historical
events in a piece or exhibit (as with the Web his-
tory module in Time&Time Again...), remember a
user’s media navigation to reflect the cultural con-
text of the viewing public (...two, three, many
Guevaras), or link the observer-participant’s experi-
ence across a variety of physical and virtual spaces
(The lliad Project). Coupled with natural language
processing and other artificial intelligence tech-
niques, databases provide a key component of in-
teractive systems that move beyond simple “one-
to-one” relationships between sensor inputs and
media outputs.
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Distributed glue

One of the unique qualities of the digital arena is
the ease with which connections can be made be-
tween components, including sensors, media con-
trollers,and databases. Because the components (or
their controllers) share a common digital repre-
sentation of information, they are ultimately sepa-
rated only by conventions and protocols. When
these can be bridged, digital technology allows art-
ists to set up systems of relationships between the
physical world (as it can be measured by technol-
ogy),digitally controlled elements of the experience,
and purely “virtual” components. Relationships
might be direct (Macbett), adaptive (...two, three,
many Guevaras), and/or emergent. New telecommu-
nications networks even allow these relationships
to exist almost transparently between geographi-
cally distributed components.

However, for many working with “interactive expe-
riences” the difficulty lies in creating that initial
bridge across conventions and protocols. Experi-
mentation with connection-making is often limited
by the software available and not the sensors for
input or display technologies for output. Relation-
ships between viewer-participant action and inter-
active work are enabled by software systems that
connect or “‘glue together” different components
of the interactive system. Our past works have used
custom software developed in a variety of program-
ming languages and authoring environments:
Macromedia Director,Visual Basic, Max/MSP,and C/
C++.Within the boundaries of each work, we have
created flexible systems that allow experience pa-
rameters to be changed rapidly during the devel-
opment and testing process. In Macbett,for example,
a simple lighting control language was developed to
allow authoring of “dynamic cues” by non-program-
mers. INx2 featured a configuration system to de-
fine different relationships between participant prox-
imity and the media elements associated with each
pedestal.

Though these were fairly flexible in their specific
application, each system used a slightly different
approach.To facilitate future works and encourage
experimentation, we are developing a control sys-
tem and associated scripting language based on our
experience in creating interactive works. The two
are designed to provide a consistent way for non-

programmers to script interactive relationships
across media boundaries, allowing databases to af-
fect stage lighting, sensors to control video play-
back, participant proximity to vary sound playback,
and so on.We believe the approach will have appli-
cations outside of performance, in single or multi-
user interactive experiences. More information on
this control system will be published in
(Mendelowitz, 2002).

Once a digital bridge exists across protocols and
conventions, another challenge arises: How can we
develop more sophisticated relationships between
these interconnected elements? Initial versions of
this control system will support easily expressed
relationships, but the architecture will allow the
addition of fuzzy controllers, machine learning and
adaptation capabilities (Marti, 1 999; Not, 2000),and
perhaps even experimentation with autonomous
actors, as already developed by Sparacino (2000)
and others.

Aesthetic framework

In cinema, there is the film stock, the moving and
projected image, the camera lens,and the fixed re-
lationship between audience and screen. Theater
retains the ritual of performance: someone watches,
someone performs. Despite all of the arguments
about what is theatrical or cinematic, the materials
of the art form define a domain of parameters for
artists: the “material specificity” of the medium.
Though tested, pushed, and broken repeatedly by
the avant garde, this domain still provides a com-
mon ground for understanding and analysis of indi-
vidual works and media forms. After the choice is
made to make “a film,” there are unavoidable spe-
cifics of the medium, each with certain affordances:
aspect ratio, grain, sprocket holes, a collection of
still images moving quickly to generate the percep-
tion of motion, and so on.

Is there a digital analogy to material specificity, a
framework from which to understand its unique-
ness as an arena for creation? Certainly, “the digi-
tal” is, at its most basic, an abstract mathematical
world. But modern engineering has generated digi-
tal devices, systems, theories, and approaches that
create an arena with particular affordances which
are defined by its material and virtual specifics. Our
work has led us to suggest a digital aesthetic of
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context, presence, and process, enabled by digital
technology's capability to define relationships across
modal and geographic boundaries. In light of the
works and technology discussed above, we develop
these ideas briefly and begin to extend our discus-
sion beyond works in museums to museum experi-
ences as a whole.

Context

[T]here is something critically useful about
electronic art, even if it does not always rec-
ognize this itself. Electronic artists negotiate
between the dead hand of traditional, insti-
tutionalized aesthetic discourses and the
organic, emergent forms of social commu-
nication. Electronic art is an experimental
laboratory, not so much for new technol-
ogy as for new social relations of communi-
cation. - McKenzie Wark (1995)

In interactive works and exhibit design, providing
“context” usually implies delivering a breadth of
navigable content supporting a work or collection.
Digital technology is often used to provide a world
of contextual information by combining the stor-
age efficiency of databases with dynamic and/or
adaptive navigation schemes. An attractive feature
for informational exhibits (as well as artworks) is
that it has become cost-effective, at least in terms
of equipment, to provide engaging, personalized
access to a large amount of content.

However, digital technology encourages the explo-
ration of a second, more individual type of context.
The digital presents the opportunity to author not
just contextual content in the traditional sense, but
contextual systems and interfaces that illustrate re-
lationships between components. The author can
create a system interconnecting actual components
(or their metaphorical equivalents), and that sys-
tem reflects, subverts,and comments upon relation-
ships within the piece’s subject.

We have the opportunity to explore relationships
with processes that, before the digital, were impos-
sible to create because of a chasm of modality or
geographic distance. Networks extend digital sys-
tems beyond the physical boundaries of the mu-
seum space, drawing in contextual information from
virtual spaces (like the Web) and from different
physical spaces through remote sensors.This moves

NI
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beyond navigation of prebuilt contextual content
to systems that place the museum, performance,
or installation space squarely within the real world
and its social and natural ecosystems.

For example, by the use of sensors, networks, and
media control, the traffic on Santa Monica’s 405 free-
way might affect the flow of media through an in-
stallation space at the ]. Paul Getty Museum that
overlooks it.In another place, the number of people
in a public square, measured against its historical
average, could control the volume of a video news
broadcast in an interior space. In that space, a
counter ticks off the difference like a stock quote.
Would CNN'’s coverage on September |1, 2001
exist in silence or blaring sound? How would this
change if that video were also projected in the pub-
lic space? If it were projected in a public space in
another country? What relationships might be re-
vealed by exploring the “memory” of such a sys-
tem? By experiencing it in real time?

In Time&Time Again. . ., real-time context is delivered
by live cameras streaming into the museum space
from throughout the local region, juxtaposed with
similarly “live” actions of the on-line participants. In
The lliad Project, which might incorporate the two
scenarios in the previous paragraph, cameras and
sensors in the city where the piece is performed
bring live data into the space, where it is
recontextualized by the event’s narrative structure.

Presence

Even the most perfect reproduction of a
work of art is lacking in one element: its
presence in time and space, its unique exist-
ence at the place where it happens to be.
This unique existence of the work of art
determined the history to which it was sub-
ject throughout the time of its existence...
The presence of the original is the preregq-
uisite to the concept of authenticity... The
authenticity of a thing is the essence of all
that is transmissible from its beginning, rang-
ing from its substantive duration to its testi-
mony to the history which it has experi-
enced. - Walter Benjamin (1935)

Digital artists have often fought the perception that

‘their media are somehow synonymous with “perfec-
tion” by creating complex or idiosyncratic systems
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that are difficult to reproduce. In some ways, they
are seeking to develop systems with the “aura” that
Benjamin (1935) suggests is lacking in mechanically
reproduced art.We posit that a unique type of aura
is perceived when an interactive system relies on
the participant’s unique presence with the work in
space and time. As someone exploring an experi-
ence, my body is implicated when it enables and
influences the work itself. When my action, mea-
sured by sensors and affecting the environment or
memory of a piece, is clearly important to that work
in some way, my “performance” with the piece cre-
ates a unique sense of authenticity of experience.
In stark contrast to the typical relationship between
viewer and media, digital technology enables the
user to influence, adapt, and explore what had pre-
viously been mechanically reproduced independent
of their presence and action: the televisual and cin-
ematic image, the media and mechanisms within a
theatrical performance, the museum audio guide
that plays the same audio even if the wearer is in
front of the wrong work.

Moving beyond typical computer interfaces also
extends today's experience of the Web.AWeb site,
as customized or personalized as it can become,
does not (for now) care about the user’s gaze or
posture or presence in space. This isn’t an intrinsic
quality of the Web, but of the interfaces that have
become its typical mode of navigation: the mouse
and keyboard. Ubiquitous computing pushes us to-
wards alternate interfaces of gesture, spoken word,
position, body language, eye contact. Unlike the key-
board and the screen, these interfaces require the
conversational attention of our bodies. As they
change our interaction with the computer, these
interfaces create difficulties for spaces and experi-
ences built around traditional audience / art bound-
aries.They force us to interact with a performance,
exhibit, or installation—perhaps now an art system
instead of an object—as we would with other
people, by making noise and moving around. What
is exciting in the home and in educational spaces:
experiential rather than observational participation;
seems threatening to the traditional experience of
museums, cinema, and theater.

For years, children’s and science museums have had
an advantage over art museums in this regard be-
cause they construct hands-on exhibits that allow
visitors to touch or manipulate objects. (Schwarzer,
2001)

In the rush to use digital technology for unique per-
sonal experiences, keeping the art museum quiet,
perhaps we miss new possibilities for social inter-
action while experiencing art.

The wearable computer and wireless Personal Digi-
tal Assistant (PDA) are a focus of attention for many
museums because they maintain a “noiseless,” per-
sonal experience, much like the audio guide, while
providing many of the advantages of digital media.
Such devices provide the annotated and enriched
experiences described by Schiele (2001) and
Spohrer (1999). Schwarzer (2001) points out that
this technology can also be used to engage viewers
in stories about the history and context of artworks.
Yet no matter how dynamic the navigation between
(or even inside) the stories, this does not necessar-
ily escape a traditional observational model. The
PDA ties up the hands, fixating the body on ob-
serving and manipulating its interface instead of the
artwork. Without care, the aesthetic of presence
may be lost in the aesthetics of point-and-click and
handwriting recognition.

[Hypermedia] allows them to choose their
own paths through the work. But it does not
cast viewers as participants within the work
itself simply by virtue of employing a
hypermedia interface.”(Saltz, 1997)

Can we use sensing technologies in combination
with wearable computers or PDAs to immediately
cast the observer as participant in these stories or
in the works themselves? Can we make their unique
presence an important part of the experience?

Process

We have, therefore, seen that (1) ‘open’
works, insofar as they are in movement, are
characterized by the invitation to make the
work together with the author and that (2)
on a wider level (as a subgenus in the species
‘work in movement’) there exist works,
which though organically completed, are
‘open’ to a continuous generation of inter-
nal relations that the addressee must un-
cover and select in his act of perceiving the
totality of incoming stimuli— Umberto Eco
(1989)
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This casting of the observer as an actor/ co-author
/ participant in digitally mediated experience re-
quires the author’s willing opening up to the “risk”
of what is deemed important being superseded by
what is brought in by the piece’s users. It forces a
different role for the author and curator. In addi-
tion to creating traditional “content,’ the author
must define relationships that connect participant’s
presence and context.With this comes an empha-
sis not on a final product or an intrinsically com-
plete work, but on open processes and systems into
which all of these components: action as discov-
ered by sensors, media content created previously
or recorded live, and navigation systems that adapt
a narrative or thematic structure to a particular
user.

Pieces like ...two, three, many Guevaras and
Time&Time Again... illustrate that the inclusion of
users in the process of adaptation requires a differ-
ent kind of authoring, but not a relinquishment of
the author’s voice or theme. In Macbett, we “risked”
giving direct influence over the design to the actor,
breaking apart the power relationships already dis-
carded in the poor theatre but difficult to remove
in mediatized performance settings. In return, we
discovered that rich media experiences are pos-
sible without requiring mechanical accuracy from
the actors. In The lliad Project, we take a further step,
constructing the experience of the collective audi-
ence so that it depends on their individual responses
and action.We cast the uninitiated in a role that is
not quite performer, but more than passive audi-
ence member or extra. In installations, perfor-
mances, and museum exhibits, digital technology can
enable participation in a process, not just naviga-
tion of an existing, hermetic collection or exhibit.

Conclusion

To performance, installation, and exhibit design, digi-
tal technology brings the same creative challenges:
context rather than isolation, presence instead of
disembodiment, and process over product. Each
element of the digital aesthetic suggested here is
probably more difficult to implement than its alter-
native. But together they relate our impression of
the unique nature of “the digital” that cuts across a
wide range of technologies and systems. Surpris-
ingly, we find digital technology, viewed in this light,

encourages a tendency towards imperfection,
unpredictability, and openness that, in return, can
bring deeper audience engagement and explore new
social experiences of art.

Acknowledgements

...two, three, many Guevaras by Fabian Wagmister in
collaboration with David Kunzle, Roberto Chile,
Daniel Deutsch, Fremez,and Dara Gelof. Time&Time
Again... by Lynn Hershman and Fabian Wagmister.
Team: Joel Schonbrunn, Lior Saar, Dara Gelof, Jeff
Burke, Palle Henckel, Lisa Diener, Silke Albrecht. In-
vocation and Interference by Fabian Wagmister. In-
stallation production by Dara Gelof and Jeff Burke.
Hamiletmachine installation by Jeff Burke based on
text by Heiner Miiller. Dialogue — Adam Shive, Meg
Ferrell. Eugene lonesco'’s Macbett directed by Adam
Shive. Scenery — Maiko Nezu; Costumes — lvan
Marquez; Lighting — David Miller; Sound — David
Beaudry; Interactivity — Jeff Burke and the
HyperMedia Studio; Dramaturg — Sergio Costola;
Stage manager — Michelle Magaldi; Production man-
ager — Jeff Wachtel. The lliad Project — architecture
by Jeff Burke, Adam Shive, Jared Stein. Advisors —
FabianWagmister, Jose LuisValenzuela, EditVillareal;
Developers — Eitan Mendelowitz, Joseph Kim,
Patricia Lee;Web developers — Caroline Ekk, Laura
Hernandez Andrade, Stephan Szpak-Fleet; Produc-
tion coordinator — D.). Gugenheim.

References

Abowd, G., Mynatt, D. (2000). Charting past,
present, and future research in ubiquitous
computing. ACM Trans. on Computer Human
Interaction 7, 29-58.

Benjamin, W. (1968).The Work of Art in the Age
of Mechanical Reproduction. In W. Benjamin
& H.Arendt (Eds.) llluminations. New York:
Harcourt Brace Jovanovich, 217-251.

Burke, ). (2002). Dynamic performance spaces for
theatre production. Theatre Design & Technology
38.

Eco, U. (1989). The Open Work. Cambridge,
Massachusetts: Harvard University Press.

211

© Archives & Museum Informatics, 2002 215



Wagmister and Burke, Networked Multi-sensory Experiences

Favaro, P, Jin, H., Soatto, S. (2000) Beyond point
features: Integrating photometry and geom-
etry in space and time:A semi-direct ap-
proach to structure from motion. Tech.
Report CSD-200034, UCLA Department of
Computer Science.

Ing., D.S.L. (1999) Innovations in a technology
museum. IEEE Micro 19:6, 44-52.

Kahn,).M,,R.H.Katz and K. S.]. Pister. (1999)
Mobile Networking for Smart Dust. ACM/IEEE
Intl. Conf. on Mobile Computing and Networking
(MobiCom 99), Seattle, WA, August 17-19.

Marti, P, Rizzo,A. Petroni, L, Tozzi, G., Diligenti, M.
(1999). Adapting the museum: a non-intrusive
user modeling approach. Proc. of the 7th Int.
Conf. on User Modeling, Banff, Canada, 20-24
June 1999.Wien, Austria: Springer, 311-313.

Mendelowitz, E., Burke, ]. (2002) A distributed
control system and scripting language for
‘interactivity’ in live performance.” To be
presented at the First International Workshop
on Entertainment Computing, Makuhari, Japan.

Not, E. and Zancanaro, M. (2000).The MacroNode
Approach: Mediating between adaptive and
dynamic hypermedia. Proc. of Intl. Conf. on
Adaptive Hypermedia and Adaptive Web-based
Systesms, Trento, Italy, 28-30 Aug. 2000. Berlin,
Germany: Springer-Verlag, 167-178.

Saltz, D. Z. (1997).The Art of Interaction:
Interactivity, Performativity,and Computers. J.
Aesthetics and Art Criticism 55, | 17-127.

Savvides,A,, Han, C.and Srivastava, M. (2001).
Dynamic fine-grained localization of ad-hoc
networks of sensors. Proc. of 7th ACM/IEEE
Intl. Conf. on Mobile Computing and Networks
(MobiCom’01). Rome: ACM. 166-179.

Schiele, B, Jebara, T., and Oliver, N. (2001) Sen-
sory-augmented computing: Wearing the
museum’s guide. JEEE Micro 21:3, 44-52.

Schwarzer, M. (2001) Art & Gadgetry:The Future
of the Museum Visit. Museum News July/
August 2001. Accessed via http://
www.cimi.org/whitesite/
Handscape_Gadgets_Schwartze.htm.

Sparacino, F, Davenport, G.and Pentland, A.
(2000). Media in performance: Interactive
spaces for dance, theater, circus, and museum
exhibits. IBM Systems Journal 39, 479-510.

Spohrer, ]. (1999) Information in Places. IBM
Systems Journal 38:4, 602-628.

Wagmister, F. (2000). Modular Visions: Referents,
Context, and Strategies for Database Open
Media Works. Al & Society 14,230-242.

Wark, M. (1995). Suck on this, planet of noise! In
S. Penny (Ed.), Critical Issues in Electronic Media
Albany, New York: State University of New
York Press.

Weiser, M.The Computer for the 2Ist Century.
Scientific American 265, 3, 94-104.

Wilson, S.(2002) Information Arts. Cambridge,
Massachusetts: MIT Press.

Wren, C.,Azarbayejani,A., Darrell,T. and Pentland,
A. (1997). Pfinder: Real-Time Tracking of the
Human Body. IEEE Trans. on Pattern Analysis
and Machine Intelligence 19, 780-785.

)
‘v

©Archive; & Museum Informatics, 2002



||!'|w'|ll
li"'ll“'il

Repositioning
the Museum

<13



Systematically Speaking: How Do Natural History
Museum Web Sites Represent Science?

Roy Hawkey, Head of Education,The Natural History Museum,
London, UK

Abstract

The first natural history museum Web sites offered little more than visitor information. Then they began to include
more of the nature and scope of both collections and exhibitions. Now, they incorporate sophisticated graphic design
and feature active involvement by the virtual visitor, but they can also bring the museums’ scientific research work to
a larger and more diverse audience. Far from being principally for children, and full of dinosaurs and dioramas, major
natural history museums are characterized by a high degree of fundamental scientific research. In the Eighteenth
Century, museums were central to the active creation of scientific knowledge, but we now tend to associate science
exclusively with laboratories. The popular image of science — test-tube and Bunsen burner - is, for several important
aspects of science, inappropriate. One such area is systematics — discovering, describing, naming, classifying organisms
and identifying their evolutionary relationships — a major concern of most natural history museums.Yet few Web sites
explain its significance, or even make it explicit. This paper explores the representation of taxonomy, systematics and
other aspects of science on selected natural history museum Web sites, using two different but related approaches.

One uses a series of categories relating to the nature of science (derived from an evaluation of exhibitions) and applies
these to each website. In essence, this approach seeks to identify and, where possible, quantify evidence of representation
of: |. Science as a human endeavour — science as a social and cultural activity,a human enterprise; 2. Scientists at work
- showing what scientists actually do in the process of research; 3.The status of scientific ideas — scientific ideas as
theories or models, rather than as incontrovertible fact or the revelation of truth; 4. Doubt and debate — introducing
scope for further questioning and reinterpretation of evidence.; 5. Opportunities for visitors to formulate their own
opinions — reflecting the social construction of science.The second concentrates on science processes and practices,
the methodology and operation of science: |. Selection of research programmes — realization that science is neither
certain nor neutral means that justification for research is increasingly evident, often expressed as ‘biodiversity’ or as
benefits to humanity; 2. Collection and analysis of data — traditional and/or contemporary methods, field and laboratory
techniques; 3. Evaluation of evidence and its interpretation a perception of science as unanswered questions rather
than unquestioned answers; 4. Development of models, hypotheses and theories — presenting the dynamism and
fluidity of science as well as an authoritative view of current understanding; 5. Publication, debate and peer review —
argument and discussion as key elements of the scientific process.The paper shows that some natural history museum
Web sites are now beginning to share their passion for science, especially less fashionable areas such as systematics,
and that such developments coincide with changes in views about the public understanding of science and about the
roles of museums.

Keywords: science; science museums; perception of science; philosophy of web sites; natural history museums; epistemology

Introduction

When it comes to attitudes to science, there is, it
appears, no such person as the ‘average man or
woman’.A recent study concluded from extensive
sampling that,in the UK, there are indeed six types,
from the informed enthusiast to the ‘not for me’
(Wellcome Trust / OST, 2000).Yet, regardless of in-
terest in,aptitude for or knowledge of science, many

At that time museums were centres both for gen-
erating scientific understanding through research and
for promulgating that understanding, through sci-
ence education. Resources fundamental to both ar-
eas of activity could be drawn from their collec-
tions. Ensuing developments, however, resulted in
education becoming the province of schools, while
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museum visitors perceive science as a series of facts
and laws discovered in laboratories (no doubt by
men in white coats) and expressed in difficult tech-
nical terminology. They are likely, too, to expect
museums to be full of dusty objects supported by
the antediluvian opinions of expert curators ex-
pressed in obscure language (Hawkey, 200 1a).

Yet,in the Eighteenth Century, museums were cen-
tral to the active creation of scientific knowledge.

Museums and the Web 2002: Proceedings
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science became confined principally to laboratories.
Here, experimentation could take place under con-
trolled conditions, with the consequence that mu-
seums came to be regarded merely as places for
the storage of existing — and potentially ancient —
knowledge (Arnold, 1996).

So, what are natural history museums for! Some-
where to take the children on a wet afternoon? For
them to marvel at the dinosaurs! Notions such as
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these, together with numerous other associated
assumptions, are prevalent among the general pub-
lic, visitors and non-visitors alike.What misconcep-
tions! For, more than any other type of contempo-
rary museum, it is the natural history museums that
have maintained the museums’ research role. In-
deed, unlike most other museums —including, ironi-
cally, museums of the physical sciences and of tech-
nology — natural history museums are character-
ized by a high degree of fundamental scientific re-
search. This research activity is reflected in state-
ments, both intentional and incidental, of the aims
of natural history museums relating to using col-
lections to make fundamental scientific discoveries
about the natural world. For example, The Natural
History Museum (UK) has a mission ‘to maintain
and develop its collections and use them to pro-
mote the discovery, understanding, responsible use
and enjoyment of the natural world’ (NHM, 1996).

Museums per se have such a long-established tradi-
tion — the British Museum will shortly celebrate its
250" anniversary — that it is easy to over-estimate
the age of museum Web sites. Most date from the
mid-1990s; many are more recent; all are continu-
ously and rapidly evolving.The early content of natu-
ral history museum Web sites did include some-
thing of the nature and scope of both collections
and exhibitions, but much was essentially visitor
information — about opening times, entrance fees
and bus routes.There have subsequently, of course,
been vast improvements in graphic design and in
enhanced functionality, the latter increasingly fea-
turing active involvement by the virtual visitor. Lat-
terly, other developments of great significance have
begun to showcase the museums’ scientific research
work, conveying fundamental ideas about the life
and earth sciences to a much larger and more di-
verse audience.

A previous paper (Hawkey, 2001b) explored natu-
ral history museumWeb sites from the perspective
of a science teacher, using an embryonic evaluation
strategy that, not surprisingly, put great emphasis
on educational issues. The present study attempts
to develop further such approaches to the analysis
and philosophy and practice of Web sites. To some
extent it is forced to rely upon an ‘expert’ under-
standing of natural history museums and issues in
science communication, especially in relation to
identifying concepts and strategies that are merely

implicit. It may at least provide a foundation for the
development of a more sophisticated methodology.

This paper explores the representation of science
on selected natural history museum Web sites What
kind of science is evident? How is it presented (in
terms of epistemology rather than aesthetics)?What
insights are provided into the underlying philoso-
phy and rationale? Are there indications of the pro-
cesses of investigation and enquiry or of the inter-
pretation of evidence? What view of scientific knowl-
edge is presented? And, in particular, what efforts
are made to explain the contemporary relevance
of the science of systematics?

Making Science Explicit

What, then, do natural history museum Web sites
state explicitly about their science! Table | shows a
number of useful and informative excerpts from
several Web sites, in North America, Europe and
Australasia. Many of these give great insight into
research practice and, occasionally, philosophy. How-
ever, the ease with which such material can be lo-
cated varies considerably, from those where a clear
link to ‘Science’ or‘Research’ is evident on the home
page to those who provide little more than anno-
tated lists of departmental organization. This ten-
dency for museums to present themselves as in-
herently divisional or departmental, often with no
more general explanations or evocations, was a
greater limiting factor in the choice of museums
included in this study than was, for example, lan-
guage.

Figure I: Natural progression
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Museum

Science

American Museum
of Natural History

For 125 years advanced scientific research has formed the core of the Museum.
Scientists at the Museumn conduct innovative research programs both in the field
and within the walls of the Museumn'’s laboratories and collections areas.
(www.amnh.org)

Australian Museum

The Austratian Museumn undertakes an active and innovative program of research
into Australia’s environments and indigenous cultures. Biodiversity, geodiversity
and the origins and sustainability of Australia’s environments and cultures are the
key focus of this research. Other work in phylogenetics concerns development
and application of phylogenetic methods, philosophy of science, and editorial work
for Systematic Biology. (Australian Museumn, 2002)

Brussels NHM

...application of techniques of molecular biochemistry in the fields of systematics,

(Belgium) phylogenesis and population genetics. (www.naturalsciences.be)
The California Academy of Sciences actively pursues original scientific research
d is committed to fostering a spirit of scientific discovery and stewardship of the
California Academy an L N )
of Sciences (USA) natural world. Systematic biology, the focus of the Academy’s research, is

becoming increasingly important as the understanding of the value of biodiversity
rows. (www.calacademy.org)

Zoological Museum,
Copenhagen
(Denmark)

The central research areas are zoological systematics and zoogeography,
including... identification, description and naming of species, interpretation of
relationships (phylogeny), as well as historical and geographical aspects of
evolution and biodiversity. (www.zmu.dk)

National Museum of
Natural History
(Smithsonian, USA)

NMNH's scientists are...
filled with questions and are committed to finding the answers, have enduring
curiosity, seeking and finding the puzzle pieces to significant questions about
the natural world and about vital topics such as global warming, the loss of
biodiversity, and invasive plant and insect species
Research provides knowledge as the essential building blocks for integrative,
overarching scientific interpretation. It leads to an understanding of processes that
shape the natural world. The answers for today’s questions come from crossing
traditional academic boundaries and integrating multiple perspectives. (MNH,
2000)

The Natural History
Museum (UK)

The Natural History Museum is an international leader in the scientific study of
the natural world. Science is fundamental to the Museum’s role [and] describes the
present diversity of nature, promotes understanding of the critical importance of
its past, and develops knowledge that supports anticipation and management of
the impact of human activity on the environment. (www.nhm.ac.uk)

Naturalis
(Netherlands)

Naturalis’ collections are a source of knowledge of the characteristics and the
development of the earth and life. The collections fulfill the function of natural
history archive and serve as reference and basis material for research. (Naturalis,
2001a)

Royal Ontario
Museum (Canada)

The ROM will be a world leader in communicating its research and collections to
increase understanding of the interdependent domains of cultural and natural
diversity, their refationships, significance, preservation and conservation.
(www.rom.on.ca)

San Diego NHM
(USA)

The extensive scientific collections... contain materials that support the research
of many scientific disciplines, including those working to define and preserve
biodiversity and monitor global change. (www.sdnhm.org)

Senckenberg
(Frankfurt,
Germany)

[holds] large collections as "documents of a nature archive”. They are the
fundamental basis for research activities around the world in biodiversity, in
exploring the biosphere, in the evolution of life and our own origin.
‘www.senckenberg.de)

Swedish Museum of
Natural History

Basic biological research at the Swedish Museurn of Natural History concentrates
on the origins of animals and plants, their systematics, and their distribution in
time and space. (www.nrm.se)

Table I: Explicit statements of science research policy and practice

A good example is provided by The Natural His-
tory Museum, where departmental designations —
Botany, Entomology, Library & Information, Miner-
alogy, Palaeontology and Zoology — have been aug-
mented, if not superseded, by multi-disciplinary re-
search themes.These are presented in Natural Pro-
gression (NHM, 2001a), the Museum’s strategy for
science, which is readily available on-line as a
downloadable .pdf file: figure I,

Key elements of scientific enquiry,both process and
content, are clearly discernible among the theme

.

descriptors — as illustrated in figure 2 — and are
summarized inTable 2).At the next (ie deeper) level,
individual projects are highlighted in accessible lan-
guage (Table 3), but with more sophisticated infor-
mation and links to further work.

Botany. Entomology Minaralogy - Paiasoniology ' Zoology Library | Hoslod wedsites

Figure 2: Making science explicit
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Research themes

Key aspects of science

Process content
Biomedical Sciences Record / explain distribution / diversity / ecology /
taxonomy
Collections Management Knowledge

Earth Materials, History and Processes relationships

Investigations / properties /

origins / history

Ecological Patterns and Processes Investigate / patterns conservation / distribution
Environmental Quality Impact assessment aquatic & terrestrial poilution

Fauna and Flora Description / keys / naming |diversity

Systematics and Evolution Investigate / patterns biodiversity / evolution / systematics

Table 2: Scientific research at The Natural History Museum (UK)

Science in the Balance

Recent developments in thinking about scientific lit-
eracy or the public understanding of science have
also given increasing emphasis to the processes and
practices of science (House of Lords, 2000). This
remains a necessary and critical shift in emphasis,
despite the fact that many formal science curricula,
such as that in the UK (QCA, 1999), have begun
include among their requirements some study of
the nature, methodology and operation of science,
in addition to an understanding of its knowledge
base.

All of these issues are, to a greater or lesser extent,
contained within the research programs of natural
history museums. Potentially, at least, they are ac-
cessible through the material made available on-
line.There are a variety of ways in which issues in
this domain can be expressed and annotated. Table
4 shows how King’s (1996) categories compare with
those used by Hawkey (2001b), and indicates the
synthesis that will be used in what follows in this

paper.

Science as a Human Activity

How was the universe created? Are birds and dino-
saurs related? What makes us human? What are the

consequences of human activity on the plants and
animals living in our own back yards? These and
other deep questions about the natural world are
what motivate our scientists each waking hour.
(MNH, 2000)

The human dimension of science is critical in a num-
ber of ways, relating not only to who scientists are
and what they do but also to which questions soci-
ety requires them to answer. Presenting science as
a social and cultural activity, as a human enterprise,
may facilitate enhanced access and help to ques-
tion the oft-supposed neutrality of science. That
science is a human activity (rather than merely pre-
determined or abstract) can be reflected to some
extent by repetition of the museum’s scientists’, but
is best demonstrated by individualized and person-
alized narratives. Some Web sites, especially those
of the larger US natural history museums, include
scientists’ names, photographs, case studies and even
live links to the field. For example, Chicago’s Field
Museum site has on-line exhibits on ‘Women in
Science’  (http://www.nhm.ac.uk/museum/
tempexhib/gobi/gobi2.html) and on ‘Adventures in
the Field’ (http://www.fmnh.org/exhibits/
exhibit_sites/stories/map/default.htm).

Members of the general public have, in recent years
increasingly come to question earlier notions that

Evolution : The Systematics and Evolution
Theme

Origin and early evolution of tetrapods
(animals with four legs).
htep://www.nhm.ac.uk/science/intro/palaeo/project5/
index.html

The aim of the Systematics and Evolution Theme
is to discover and investigate the broad patterns
of biodiversity and evolution, as a foundation for
comparative biology and its uses. Scientists use
both traditional and modern techniques, the
latter frequently derived from molecular biology,
to investigate the systematics and evolution of
key groups ranging from microbes to fish.

About 380 million years ago, during the Devonian
period, a group of fishes evolved limbs and began to
leave the water. This move was a tremendous
success; all back-boned land animals, or 'tetrapods’,
(amphibians, reptiles, birds, and mammals, including
humans) that have ever lived can ultimately trace
their ancestry to these fishes.

Table 3: Example of a research theme and programme
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Science communication Science process categories Natural history museum
categories (King, 1996) (Hawkey, 2001b) Web site analysis
¢ science as a human ¢ infiuences on / mechanisms for *  Science as a human
endeavour selection of research activity
programmes
¢ scientists at work ¢ the collection and analysis of *  Science as enquiry
data
¢ doubt and debate ¢ the evaluation of evidence and ¢ Science as debate
its interpretation
¢ the status of scientific * the development of models, ¢ Science as model making
ideas hypotheses and theories
¢ opportunities for visitors | *  publication, debate and peer *  Science and society
review

Table 4:Alternative ways of thinking about nature of science issues

science is inherently beneficial and worthy of sup-
port. A heightened realization that science is nei-
ther certain nor neutral — especially in its selection
of topics for research — has been a significant fac-
tor in this. Rationale for research is therefore ex-
pected to be explicit, even in apparently non-con-
troversial areas, and natural history museum Web
sites are beginning to go some way towards pro-
viding this.

The most likely to be explicitly expressed,and cer-
tainly the most frequently highlighted, is‘biodiversity’.
Although a term little understood by non-special-
ists and absent from many school science curricula
— the National Curriculum in England & Wales
(QCA, 1999) has recently introduced ‘sustainable
development’, but ‘biodiversity’ per se is absent —
biodiversity is a theme that looms large in the realm
of natural history museum Web sites. Natural his-
tory museums display a range of examples of
biodiversity resources on their Web sites, with ex-
planations that range from the elegiac to the utili-

tarian, from the moralistic to the homo-centric.
Examples are included in table 5.

Other than biodiversity, the most common ratio-
nale given for natural history museum research is
the benefits that it can offer to humanity: predicting
volcanic eruptions and earthquakes, increasing food
supplies, locating oil and gas reserves, maintaining
and conserving natural resources. Occasionally, ref-
erence is made to economic or commercial con-
siderations — and even, rarely, to sources of funding
— but often the goal is expressed simply as that of
‘better understanding’.

In ways very different from that of fictionalized
drama,Web sites can also redress the stereotypical
notion and show ‘that science is not a list of intimi-
dating abstractions in a textbook; it is the imagina-
tive product of personalities who rarely conform
to the stereotype of an egghead with a white coat’
(Farmelo, 1992).

Australian Special emphasis has been given to the best-possible use of Museum collections in

Museum regional planning, and to the links of biodiversity assessment to sustainability and
economics.

California Petroleum geologists use collections to ascertain the identity of fossils with oil

Academy of deposits; the U.S. Customs Office looks to botany collections for help in identifying

Sciences (USA) | imported plants; and farmers and gardeners query Academy researchers about plant
pests and their biological control.

Naturalis About |5 years ago, more than 400 species of cichlids, a family of tropical fish, lived

Netherlands in Lake Victoria. Since the introduction of the Nile perch, for the benefit of the
fishing industry, numerous species have disappeared forever. A unique species-rich
ecosystem has become unbalanced... researchers from Naturalis accurately record
how the situation has developed. (Naturalis, 2001b)

Swedish Research on the occurrence of environmental toxins in nature and their effects on

Museum of animal life is also conducted at the Museum. This is devoted to determining the

Natural History | geographical dispersion of toxins, as well as changes in concentrations and
quantities over time.

Te Papa (New | The key project is a major Foundation for Research Science and Technology grant-

Zealand) funded project to survey, describe and classify the fish fauna of the New Zealand
Exclusive Economic Zone (the fourth largest in the world) and to better understand
its origins and refationships. This research is discovering a new species every two to
three weeks. (www.tepapa.govt.nz)

Table 5: Examples of rationales for research
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Fig. 3: QUEST’s opening screen

Science as Enquiry

The vast majority of natural history museum Web
sites include considerable reference to the research
activity of their scientists. This may be implicit —
implied by terms such as discover, describe, identify,
experiment, analyse — or, more rarely, explicit. They
inform visitors that scientists collect specimens from
all over the world (and beyond, in the case of mete-
orites!) and study them using a plethora of tech-
niques. Central to this scientific process is the col-
lection of data and its subsequent analysis, and al-
most every site includes reference — whether in
outline or in detail — to more traditional and/or
contemporary methods. Table 6 indicates a range
of these, divided into predominantly field and labo-
ratory techniques, drawn from a variety of sites.

Some sites try to give visitors an insight in the en-
quiry process by involving in what is essentially a
role-play activity. One such is QUEST (NHM, 1998).
Here, would-be researchers are presented with a
series of unidentified objects and a set of virtual
tools with which they can magnify the object and
look at it from different angles, find out fundamen-
tal features, such as mass, size and texture, and gather
more sophisticated data including age and an image
(if any) under uv light. They then make their own
on-line record, with any other observations they
may wish (Hawkey, 1998, 1999).

There are even examples that encourage active
participation in the collection, identification and
mapping of organisms such as woodlice (Hawkey,
2002a): figure 4.

“dots vl up Comlth a’,q
_ Jeaving to gt

2.4 D—
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5 -
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Fig. 4:An Encouragement to go
‘Walking with Woodlice’

Science as Debate

Is science presented as unquestioned answers to
unanswered questions (AAAS, 1993)? Do natural
history museum Web sites expect their virtual visi-
tors simply to collect knowledge or are they en-
couraged to engage in dialogue leading to under-
standing? To use a sporting analogy, does the site
provide a season ticket or facilitate a free transfer
(Hawkey, 2002b)?

Developing visitors’ understanding, however sim-
ply, of the kinds of questions that scientists ask about
evidence — and the ways in which they interpret it
— should be a key aim of science communication.
However, despite some clear statements of policy,
the links between data collection and accepted sci-
entific ‘knowledge’ are often tenuous. Presenting
scientific ideas as the best model so far developed
introduces scope for further questioning and rein-
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Laboratory

Field

*  Describe & name

*  Documentation
Traditional *  Experimental growing
*  Microscopic analysis

*  chemical indicators

*  collection

*  ecological techniques
* field observation

* field research

*  computer analysis

3d X-ray

ontempo
Cont porary mass spectrometry

electron microscopy

*  age determination by isotope analysis * fossils to locate oil/gas

*  molecular biology (DNA analysis)

*  high resolution transmission /scanning

*  satellite telemetry

Table 6: Methods of data collection and analysis

terpretation of evidence. Although many sites ex-
plore the scientific research process, there is little
evidence of the dynamic interplay between conflict-
ing or competing ideas. Natural history museums
as a sector have yet to acquire the confidence to
expose the less committed visitor to the issues.The
days when barely tolerated, ignorant visitors were
expected to be grateful for whatever expert knowl-
edge a curator was prepared to share are, some-
what paradoxically, still with us, at least on some
sites. The more committed can, however, find ex-
cellent resources, often in the form of on-line es-
says. With its explicit emphasis on the acquisition
of evidence and its subsequent, controversial inter-
pretation, what could be more enthralling than ‘Mar-
tian Meteorites, and the search for life on Mars
(http://www.nhm.ac.uk/mineralogy/grady/
mars.htm)’ (Grady, 1999)?

There are other examples worthy of mention here.
The AMNH Web site (www.amnh.org) includes
many narratives about expeditions, but how telling
is the admission that those to central Asia in the
1920s, which became crucial to the understanding
of dinosaurs (Novacek, 1996), were actually intended
to seek out the origins of humans? The new natural
history museum of the Netherlands (Naturalis,
200l c) includes interesting material, too, that re-
flects upon the need to re-visit specimens collected
150 years ago, as species are not those attributed
at the time. Owen’s original description of
Iguanadon’s thumb spike as a horn is well known, as
is the discovery that Oviraptor’s name was inappro-
priately accusatory (NHM, 1997) — but at least the
Web sites are not sufficiently arrogant to suggest
that misinterpretation was a feature only of the naive
scientists of the past!

Science as Model Making

Clarifying the status of scientific ideas as theories
or models — rather than as incontrovertible fact or
the revelation of truth — can lead to a different view
of scientific understanding. However, as Durant
(1992) has observed of science museums in gen-
eral, much of the material that is easily accessible
on natural history museum Web sites (ie relatively
few clicks from the home page) rather gives the
impression that science is ‘the sure and solid mas-
tery of nature’. It is not that there are no reflective
and discursive approaches, but that they tend to be
rather deeper in the site.

Despite some attempts to indicate ‘how we know'
or ‘what we do not yet understand’, the majority of
natural history museum Web sites do present sci-
ence as a fixed body of knowledge. This is, in es-
sence, little different from the perspective of their
Nineteenth Century counterparts — the transmis-
sion of the curators’ expert knowledge to an igno-
rant public.The challenge for museums is to present
the dynamism and fluidity of science as well as an
authoritative view of current understanding
(Hawkey,2001a). For those prepared to delve deeply,
there are alternative insights. In many ways parallel
to the discussion of life on Mars — and even more
difficult to find — is Stringer’s (1999) essay, entitled
‘Were the Neanderthals Our Ancestors? (http:/
www.nhm.ac.uk/palaeontology/v&a/cbs/
ancestors.html)’ Although also concerned with evi-
dence, this provides lively access to the nature and
status of scientific ideas.

Other insights that could, given an appropriate treat-
ment, really raise visitors’ awareness of the chang-
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ing status of scientific thinking are to be found on a
number of sites — but often buried without further
interpretation in the ‘science for scientists’ pages.
For example, the Copenhagen Zoological Museum
(2001) reports its Biosystematics Centre as having
discovered and described two new animal phyla, re-
evaluated hypotheses about gradients of species
richness and produced a phylogenetic analysis of a
new mammal species.All new ideas, overturning the
old order.

Science and Society

Non-scientists — and, especially, the media — fre-
quently express surprise when scientists disagree.
And yet, whether or not one takes a Kuhnian view
of paradigm shifts, argument, discussion and debate
are essential components of the scientific process.
Given the inherently interactive nature of the Web
as a medium of communication, it is perhaps sur-
prising that there are few examples of facilitating
dialogue on museum Web sites, and certainly very
few that empower visitors to formulate and con-
tribute their own opinions. However, this is an in-
creasing practice in the science centre sector — al-
though not necessarily on their Web sites — and
this may be expected eventually to have an impact.

There are rare examples of Web resources that al-
low visitors to share findings and ideas. One such is
QUEST, significant among whose features is an on-
line notebook. This provides access to this aspect
of science — discussion and debate — that is all too
often absent from conventional science resources,
and certainly is rarely included as a significant com-
ponent of formal education (Hawkey, 2000). Cer-
tainly, if the museums of the 21 Century are to be
places for exploration and learning through discov-
ery where — rather than provide all the answers —
exhibits should be interactive and stimulate the visi-
tor to ask questions (Abungu, 1999),then how much
more should this be true of museum Web sites.

Systematically Speaking: The Science
of Systematics

Science has a limited number of classical and iconic
representations, paramount among which are the
Bunsen burner and the test-tube, while people’s
awareness of science is often limited to the kind of
practical, experimental work undertaken in labora-

tories. Although many apparently traditional labo-
ratories may indeed be found in natural history
museums, undertaking work of this type (especially
in microbiology and in earth sciences), there are
many other important aspects of science for which
such a popular caricature is quite inappropriate.
Principal among these is systematics, a major con-
cern — indeed, the raison d’étre — of most natural
history museums: “In the progress of naming or-
ganisms and studying their relationships, systematists
collect many specimens. Therefore, natural history
museum collections as we know them came into
being along with the science of systematics.” (Cali-
fornia Academy of Sciences, 2000).

An excellent example of a contemporary natural
history museum laboratory is provided by the
Pritzker (http://www.fieldmuseum.org/research_
collections/pritzker_lab/pritzker/index.html) labora-
tory at Chicago’s Field Museum, a‘core facility dedi-
cated to genetic analysis and preservation of the
world’s biodiversity’ (Field Museum, 2000a). The
Field Museum’s Pritzker Laboratory is a non-de-
partmental multi-user core facility dedicated to
genetic analysis and preservation of the world’s
biodiversity. It is shared by Field Museum curators,
staff members and associated outside collaborators
who constitute together one of the most diverse
groups of evolutionary bioclogists and systematists
in the world.The lab provides researchers with state-
of-the-art equipment in molecular biology, enabling
them to pursue the study of genetic diversity
throughout the tree of life and at all taxonomic lev-
els,from relationships among populations to classes
and phyla of organisms.

Systematics is the science involved in the discovery,
description, naming and classification of living and
fossil organisms and the elucidation of their evolu-
tionary relationships. It therefore encompasses tax-
onomy, the naming and classification of fossil and
living species, although the two terms are often used
as if they were synonyms (UK Systematics Forum,
1998). Although it constitutes a fundamental area
of study in all natural history museum research, rela-
tively few Web sites make it explicit — and even
fewer explain systematics in detail or underline its
significance. Those that do, however, give valuable
insights into the nature of the scientific study of the
natural world. As has been mentioned earlier; The
Natural History Museum's Web site identifies ‘sys-
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Fig. 5:An invitation to the Pritzker laboratory

tematics and evolution’ as one of its key research
themes.

A further component of Chicago’s Field Museum
of Natural History —‘Partnerships for Enhancing Ex-
pertise in Taxonomy’ (http://www.fieldmuseum.org/
research_collections/zoology/zoo_sites/peet/ )—
features not only the nature and value of the scien-
tific work, but also the impending shortage of suit-
ably skilled scientists (Field Museum, 2000b):

The accelerating loss of biological diversity
in the world, through habitat destruction,
pollution, and ecosystem fragmentation, has
been accompanied by a loss of taxonomic
experts who are trained to discover, iden-
tify, describe, and classify the world’s
organismal diversity. Retirement of taxo-
nomic specialists, shifts in academic recruit-
ment and staffing, and reductions in gradu-
ate training have conjoined to impede
biodiversity research and conservation, par-
ticularly on large but poorly known groups

such as bacteria, fungi, protists, and numer-
ous marine and terrestrial invertebrates.Vast
numbers of species in understudied “invis-
ible” groups constitute critical elements of
food chains and ecosystems, both aquatic and
terrestrial, but the high proportion of un-
recognized species in these groups limits
research and progress in many areas of biol-
ogy and conservation.

This impending difficulty was also highlighted by an
earlier UK parliamentary study (House of Lords,
1992) that bemoaned the absence of systematics
from formal education courses. Recent discussions
(QCA, 2002) have indicated that this omission is
being addressed, although it will be several years
before any changes can take effect.

Summary

Despite a number of exceptions such as those ex-
emplified in this paper, the majority of natural his-
tory museum VVeb sites have yet to realize the op-
portunity to bring their approaches to science and
science communication into the modern age.All too
often science is presented only as ‘revealed truth’
and communication as a one-directional transmis-
sion.The potential of the Internet for museums to
truly share their passion for science, especially the
less fashionable areas such as systematics, is clear.
That such an opportunity coincides with changes
in views about the public understanding of science
and about the role of museums (both already evi-
dent) makes it an opportunity not be missed. Natu-
ral history museum Web sites already provide an
extensive resource, but many have some way to go
before they are likely to go beyond informing the
previously informed or enthusing the already en-
thusiastic. Most of all, they need to put less empha-
sis on their own internal organization and rather
more on exploring the fundamental principles of
science.

Taxonomy

Systematics

and naming of living and fossil organisms; placing
them within a system of classification; and

developing systems for identification. Taxonomy
and is an essential foundation in any study of the

diversity and ecology.

Taxonomy is the process of: scientific description

provides a coherent and universal system of names

natural world, particularly in the study of biological

Systematics is a broader area of scientific study.
For the Museum, systematics covers the naming
and investigation of the characteristics and
relationships of both minerals and organisms.
Systematics includes the taxonomic study of living
and fossil organisms, but goes further, investigating
evolution, genetics and the development of
species. Systematics therefore depends both on
the study of museum collections and on the
investigation of variation within and between
populations of organisms in the field.

Table 7: Definitions of taxonomy and sy?gqsics (UK Systematics Forum, 1998)
) ~
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Abstract

This paper argues that museums do not have a natural role in the distribution of net art, that the conservation
tradition and expertise of museums do not make them suited for creating historical collections of net art without
undergoing major upgrading, and that older art institutions have shown a superficial understanding of net art. Other
relevant institutions already have established themselves on the Internet Although net art does not need museums,
one can still see how museums of contemporary art need net art. Public museums of contemporary art are meant to
cover the whole field of contemporary art,and therefore they must necessarily also cover net art. If museums have to
take net art seriously, they have to start with the already established competencies and viable forums outside the
museums. Museums that wish to cover net art should join these forums. For the sake of the reputation of museums in
the net art environment, it is essential that they do not appear to be parasites or “lusers” - mere users of net art who
just download the resulting works of art without contributing to their structural strengthening and the more process-

oriented development.

Keywords: net art; n2art; digital culture; dissemination; preservation; network art

Introduction

During the last three years, CultureNet Denmark
(http://www.kulturnet.dk) along with the established
cultural institutions in Denmark, has been actively
working with projects digitizing and communicat-
ing cultural legacy to a broad net audience. In con-
cert with colleagues in Sweden, Norway, Iceland
and Finland, CultureNet Denmark has also created
a platform for Nordic net art, n2art, hence work-
ing closely together with net artists and curators
of netart. As an institution, we have learned signifi-
cantly from working concurrently in the areas of
institutional establishment and more anarchistic
playgrounds.As individuals,we have benefited greatly
from counting administrators of traditional organi-
zations as well as unconventional avant-gardes and
techno nodes among our colleagues and inspira-
tional partners.

This paper will present the model behind the joint
Nordic project of creating a platform for Nordic
net art (http://n2art.nu), and continue to focus the
cultural political questions of the relationship be-
tween net art and the ‘art institution’, which is par-
ticularly relevant to the discussion of net art —are
net art and the museum incompatible operating
systems? The questions revolves around a central
problem at a time when archiving and communi-
cating our digital cultural heritage is under general

debate, and at a time when several works of netart
have already been lost for posterity. Net art not
only involves practical or technical aspects, but to a
large extent also what could be called ideological
aspects, which considerably complicates the discus-
sion on communicating net art.

New media represents a constantly shifting fron-
tier for experimentation and exploration.While new
media are understood, of course, in terms of the
older media that precede them, they are nonethe-
less freed, at least to some extent, from traditional
limitations. Having to figure out how new tools work,
calls for innovation and encourages a kind of
beginner’s mind. New media attract innovators,
trendsetters and risk takers.As a result some of the
hottest creative minds spend their time hacking
around with new technologies that we barely un-
derstand. We need to connect and interact with
these designers of the future.

Because of their newness, new media are slightly
beyond the effective reach of established institutions
and our bureaucracy.Net art is a case in point.While
museums started to catch on to the Internet as an
art medium in the last years of the nineties and be-
gan to collect, commission and exhibit net-based
artworks, most artists who interest them actually
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made their names outside the gallery-museum ma-
trix. This reluctance of establishment and the free-
dom of the net art come at a cost. Galleries and
museums serve a very important interpretive func-
tion. Museums have the qualifying ability to focus
the attention of critics and audiences, to situate the
artwork in a historical context, to allocate time and
space for us to experience the work itself, and —
not least — to preserve and protect what will be
the cultural heritage of tomorrow.

Even so we are also faced with the paradox, that
the Internet is the perfect tool to bring down all
hierarchy and bring art and culture directly to the
audience. Neither the artist nor the art institutions
or the viewer have the limited roles of the past any
more. What role are we to play, then, as institu-
tions, as artists, as audience! Art — and in a general
sense culture — has always been bound up with new
technology, and artists have always been among the
first to adopt new technologies as they emerge. Still,
it sometimes seems, that the technological frontiers
of art making and communication of culture is a
frontier the institutions of arts and culture fear to
tread.

The paradox of net art

In this paper, net art is understood as art, which is
made for, by use of, on and/or with the Internet as
the decisive technical or conceptual prerequisite.
Net art is a largely anarchic artistic genre, which
defines itself in opposition to the hierarchical art
institution, which apparently ‘dictates’ what art is.
Net art can be expressed in many different ways,
and is broadly defined as network art in which com-
munication is the central focal point, which means
it is not necessarily bound to the Internet. In this
regard, the focus is on works of Internetart in which
the Internet is crucial for the work of art, hence
raising particular questions of dissemination and
presentation.

It is paradoxical that net art — by virtue of its criti-
cism of the art institution — will always remain a
part of this same institution, because — in one way
or another — it is this positioning which makes it
possible for us to discuss Internet artas an art form
atall.And the very first idea of creating a joint Nordic
platform for net art rested on this understanding.

The challenge posed by net art to the hierarchical
structure of the art institution has a precursor in
avant-garde art, which attempted to eliminate the
distinction between art and non-art by challenging
the art institution. The elimination of this distinc-
tion can only be of importance inside the institu-
tional framework, because the framework makes
the act that is taking place visible, of which Marcel
Duchamp’s Fountain (1917) is a classic example.

n2art - a platform for Nordic net art

During 2000, the five Nordic CultureNets initiated,
developed and implemented a Nordic platform for
net art: (http://n2art.nu)

What are the limits of an artwork that is part of an
overall discourse on the impact of the Internet on
cultural and societal developments? The concept of
what is art becomes difficult to establish,because it
is clear that net art seldom can be viewed as fully
autonomous art objects.

n2art as a process and a project was not intended
to formulate a solution to this problem, but to point
out some of the paradoxes involved in net art and
the institutionalisation of net art; The five Nordic
CultureNets each act on behalf of the five Nordic
ministries of culture, hence representing a highly
bureaucratic and administrative structure. On the
other hand, all five CultureNets thrive on the no-
tion and concept of network; working in a
decentralised zone of national culture. In a sense
the concept of CultureNet is in itself a paradox
between centre and periphery of cultural establish-
ment.

n2art is a platform for net art, an exhibition of new
art forms, but it is of course also a political con-
struction, a prototype for Nordic co-operation, an
experimental funding structure for net art. And n2art
is a cultural statement. n2art is the first common
Nordic project within the national CultureNets.The
purpose of n2art is to establish a curated exhibi-
tion venue for net art in the Nordic region. The
National CultureNets operate under the Ministry
of Culture in the different Nordic Countries. But
above all n2art is an experiment,an “Observatory
of Premonition” — to borrow an expression from
the Danish philosopher Sgren Kierkegaard.
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Background & Scope

n2art began as a digression, as a restless idea in the
hearts and minds of the directors of the Scandina-
vian CultureNets. The CultureNet directors from
Sweden, Norway and Denmark had long shared a
common dream of inventing and implementing a
joint Nordic project that would not only pave the
way for Nordic co-operation in general — perhaps
even pave the way for a Nordic CultureNet — but
also be an expression of Nordic culture on the
Internet. From the beginning it was very important
to us to define a project that would in a way tran-
scend national boundaries and stereotypes of na-
tional culture, as well as make use of the fact, that
all Nordic CultureNets are situated in the magic
and very intense field between culture and IT, be-
tween art and new technology.

So we chose net art; artworks designed to an only
accessible on the Internet — the media of no na-
tionality. And we were very grateful when
Menningarnet (CultureNet Iceland) and
Kuultturisampoo (CultureNet Finland), embraced
the idea and joined the project - extending it from
a Scandinavian project to a full-hearted Nordic
project - as was the intention. This made n2art a
shared project between the CultureNets in Swe-
den, Finland, Iceland, Norway and Denmark.

The purpose of n2art was to create an exhibition
venue where the works of art are placed in a con-
text, in which they are presented and annotated.
The works of art have been selected by a group of
5 Nordic curators.As an experiment, it is the hope
that a project like n2art will make a difference also
in a political sense;that is by, increasing the recogni-
tion of this form of art and the necessity for sup-
porting it; n2art was the first publicly funded net
art site in the Nordic region. But above all n2art is
important as a continued commitment on an insti-
tutional level to this form of artand discourse. So it
was with great satisfaction, that we made it pos-
sible for n2art to live on — beyond our commit-
ment — and develop within NIFCA, Nordic Insti-
tute for Contemporary Art founded and supported
by Nordic Council of Ministers.

Organisation

From the very beginning it was decided to establish

a parallel structure of the project dividing the focus

of administration and funding from the focus of
content.And this was done by establishing a Direc-
tors Board and a Curators Board, the latter con-
sisting of one handpicked curator from each of the
five participating nations.

* Over all project management and responsibility
was assigned to CultureNet Denmark.

* Server management and development was as-
signed to ArtNet Norway being a sector net of
CultureNet Norway.

The main purpose of this parallel structure was to
secure the quality of the content and doing so by
headhunting very competent curators and granting
them the means and space for focusing only on
which artworks to present. Curators Board was
then given the exclusive responsibility of the con-
tent of n2art.Whereas Directors Board took care
of management, administration and economy. This
structure proved very efficient and productive.The
sole project management and curatorial develop-
ment is now conducted by NIFCA.

As a joint project n2art was not only founded on
political and administrative consensus between 5
national CultureNet directors, but is also based on
the artistic agreement by the 5 specially chosen
curators, one from each country.All in all n2art is
the result of the strong desire to co-operate - not
only among the CultureNets and the directors, but
also among the curators. One of the pioneers of
net art, Roy Ascott, has rightly emphasized that‘net-
working’ has been a symbol of the culture during
the last decade of the 20th Century, and will con-
tinue to be one in the 21st Century. The project
administration of n2art has the rare honour of par-
ticipating in the realization of Ascott’s prophesy

Impact & Experiences

Working with and managing the n2art project has
offered CultureNet Denmark a unique experience
in planning and conducting pan national joint
projects. But mostly n2art has offered CultureNet
Denmark familiarity with the field of net art, and
we wished to place this experience and compe-
tence at the disposal of the Danish Ministry of Cul-
ture, the establishment of Danish Cultural institu-
tions, the net art communities as well as the gen-
eral public.

0 227
E MC © Archives & Museum Informatics, 2002 233



Q

ERIC

Aruitoxt provided by Eic:

Vigh, Hacking Culture

The questions faced working with n2art was mainly
questions of:

* Funding structures

» Copyright

* 'Preservation’

* Dealing with net art as the cultural heritage of
the future

Funding structures

In order to print a book,one needs a printing house.
In comparison to the cost of establishing a printing
house, the cost of printing a greater number of
books is minimal.When one has established a print-
ing house, one might as well print a thousand books.
In order to operate a network server to host a
work of net art of average complexity, one needs a
computer, software,a good Internet connection that
is always accessible,and a full-time technician.When
this is established, one might as well host a thou-
sand works of net art at an insignificantly higher
cost.

If we at first wish to offer the most important net
artists good opportunities, the price of offering good
services to a broad selection of artists will merely
be slightly higher.Therefore funding collective solu-
tions - for example through supporting service pro-
viders, can to a great extent carry out public stimu-
lation of net art. Hence we chose to establish a
server environment for n2art, hosted by Artnet
Norway.

The lesson learned is that support of netart and —
artists can be conducted rather easy, cheap and ef-
fective, by providing server facilities. It can even be
conducted by larger museums ...

Copyright

Since net artists are not sufficiently economically
supported through the consumption of their work,
net artists are not that concerned with copyright.
The basis for net art is an economy of exchange.
Pecuniary economy has been introduced during the
last two years but still exchange remains the most
important.This exchange is interlinked with the free
software community — net artists tend to use free
software and net artists that develop software tend
to share this with the net art community. Often

source code is distributed in extensive friendship/
colleague networks or even publicly for download.
Software developed by the free software commu-
nity is often protected by anti commercial licenses,
for example by the common GNU, General Public
Use license. (http://biomatic.org/text.php?id=55).
Net artists dealing with this exchange are concerned
about copyright only in the sense that the work
stays free/part of the exchange.

‘Preservation’ of net art — mission
impossible?

One important purpose of museums and libraries
is the conservation of artefacts.While libraries con-
serve serially produced artefacts, art museums of-
ten work with unique artefacts and artefacts that
have very few copies. In order to conserve unique
artefacts, a tradition of selection is used, as well as
an ideology that defends singling out some artefacts
as more important than others.We cannot collect
everything - if only for practical and economic rea-
sons. Institutions that collect serially produced
artefacts can afford a greater breadth and a less
exclusive ideology.

The number of duplicates is seldom relevant in net
art. Firstly, a duplicate can be distributed to its en-
tire audience through the Internet. Secondly, dupli-
cates can really be produced, and ‘copies’ can re-
place‘originals’. Technically it is possible to conserve
all net art - depending on which conservation meth-
ods one chooses to use. However, the collection of
digital information does not require less conserva-
tion technical expertise than the collection of
artefacts. Still, this is presumably not sufficient to
defend an exclusive conservation ideology similar to
the one to which art museums traditionally adhere.

The tradition of conserving a selection of artefacts
requires that we during our own time can see what
is important in our time - and especially what will
be important for the future.This is a quite arrogant
idea. Perhaps future historians will focus on differ-
ent tendencies in our time, depending on their own
ideological framework. We know precious little
about the ideology and culture of the future. Pre-
sumably, we will do our descendants a favour by
trying to document our own time as broadly as
possible.
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As a starting point, the collection of net art should
be modelled on literature rather than the visual arts.
In Denmark for example, the National Library would
perhaps be a more relevant collector of net art than
the National Gallery. However, one has to bear in
mind that the National Gallery and its relations are
active in the artistic discourse in a completely dif-
ferent way from the National Library. Do we per-
haps need the National Gallery as a guide to netart
and as an institution that can pick out quality?

Net art and the museums

In a number of different ways, net art can be under-
stood through an art institutional discourse, yet this
does not mean that one can or should
unproblematically and uncritically integrate net art
into the institution. Net art is first and foremost a
part of the context of the Internet.Therefore it is
problematic when netart is exhibited in a museum,
gallery, or on a museum’s website, without the indi-
vidual institution specifically relating to the artistic
idioms of the Internet and drawing upon the dis-
course on the Internet/technology as part of the
context of the artwork. Most often a museum’s
approach to net art is to view net art merely as the
cultural heritage of tomorrow. Which of course is
true! Yet net art cannot be fixed in time.

Although net art to a certain degree is dependent
on an institutional framework, it is at the same time
clear that the established art institution so far has
not been capable of fulfilling this function.Works of
net art cannot be institutionalised as autonomous
art objects isolated from the context of the Internet,
because they relate to the artistic idioms and dis-
course of the Internet. It is dynamic art, the signifi-
cance of which arises out of the encounter between
the artwork, the audience, and the context.

If one adds the institutional criticism by net art to
the sluggishness of art institutions, it is not surpris-
ing that net art has developed its own institutions.
In this context, one can point to private ‘net art
institutions’ such as Rhizome in USA (http://
rhizome.org/fresh/), ArtNet in Norway (http://
kunst.kulturnett.no/artikkel.php!navn=artnet), and
Artnode (http://www.artnode.dk/) in Denmark, as
well as mailing lists such as nettime, which has grown
on the Internet, as important disseminators of net

art, because they support dialogue with and about
net art and the Internet. Unlike the established art
institution, these independent institutions are all a
product of the Internet focused on net art and the
impact of the Internet on cultural and societal de-
velopment.

Virtual institutions such as Rhizome, ArtNet Nor-
way, and Artnode Denmark purposefully incorpo-
rate the Internet in their cultural dissemination,
because they are able to create an environment
around the net art in which interested people can
contribute to the discussion and exchange knowl-
edge, and in this way participate in building and de-
veloping a network. Unlike the isolating framework
of the art institution, the framework of the virtual
institution can be characterized as the network that
arise around net art.In other words, the Internet is
not just an empty distribution and dissemination
channel for net art. Instead, the Internet is of cru-
cial importance for the art experience that is being
disseminated, because the Internet is the context
and reference point of both the virtual institutions
and the works of art.

The task of museums is to conserve and dissemi-
nate works of art, but this task implies taking art-
works out of their original context and isolating
them as testimonies of times past, which is a prob-
lem for Internet art, in which the context is such an
integral part of the artworks. In this regard, netart’s
own institutions contribute with a framework that
is founded on the discourse on net art and the
Internet.What is lacking then is the systematic col-
lection and preserving for future dissemination and
documentation, even if organizations such asArtNet
Norway,Artnode Denmark and Rhizome are striv-
ing at archiving the works, they present.

By focusing on the role of the established art insti-
tution in relation to net art,a project like n2art was
bringing an essential discussion into the public de-
bate.This is a discussion that not only has a practical
aspect, but also an ideological aspect, which forces us
to take a critical view of the art institution.

The institutions of net art

While painters and writers often are dependent on
galleries and publishers to distribute their work, net
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art is independent of these institutions. One can
distribute art on the entire Internet without rec-
ognition from a single living soul. Almost. And net
artists use increasingly advanced computers to pro-
duce and distribute their work. Net art is a rela-
tively new field, but specialized institutions for dis-
semination and discussion have already appeared.

Socially-based link selections

Many selections of links to net art are based on a
relation to a particular social environment.Typically,
the project overviews located at media labs that
are operated by artists are produced by their own
users. While these link selections emphasize the
community of the social environment from which
they originate, they also contribute to obscuring
the artists who are not connected to the media
centre.These link selections are not an expression
of an evaluation of what is interesting and what is
less interesting. Therefore one cannot criticize them
from an artistic point of view, and they have a pas-
sive function in the art discourse. Example: Atelier
Nord (http://anart.no/index.html)

Personal link selections

Most Internet sites, independent of their genre, fea-
ture a selection of links. Most lists of links of this
kind are based on personal preferences and have
been more or less haphazardly put together.These
link selections often do not distinguish between
what is art and what is not art, and contribute to
maintaining the unity of net art with other types of
Internet culture. These kinds of selections are sel-
dom put into a critical context and remain difficult,
if not impossible, to criticize. All criticism can be
repudiated with reference to personal preferences.
Example: John Hopkin’s site (http://neoscenes.net/)

Liberally moderated link selections/guides

Unmoderated link selections are related to guides
such as Yahoo and Alta Vista. They contain a large
selection of links with a minimum amount of de-
scriptive or contextualizing text. Such sites have as
their purpose to map the field of net art in the way
it sees itself, but do not attempt actual evaluation
of quality. Such unmoderated collections contrib-
ute to describing the field and thereby establish

important distinctions between ‘us’ and ‘them’.They
can be criticized on a fundamental and not particu-
larly interesting level. Examples: VeryBusy (http://
verybusy.org) and Netartmuseum (http://
netartmuseum.org)

Moderated electronic discussion forums

Electronic discussion forums are comparable to
critical journals, as for example the journal NU on
visual arts. These forums are the most authorita-
tive in the field of net art. Whatever they discuss
and focus on is of great importance for a broad
environment, and typically they have an influence
on the net art environment.A text describing a work
of art that is written by a critic has a greater chance
of being distributed than a single announcement by
the artist. Hence, we see that critics are active in
the distribution as an external institution on which
the artist becomes dependent. These forums are
based on voluntary contributions by subscribers.
We can thus hardly criticize those who operate
these forums for not dealing with a particular project
or field. Their focus is the sum of whatever their
contributors are focusing on.The responsibility for
maintaining an overview of the discourse has been
destroyed. We revert to a situation based on the
personal evaluation by individual contributors. Ex-
amples: Rhizome (http://rhizome.org), Nettime
(http://nettime.org), Recode (http://systemx.auto
nomous.org/recode).

Unmoderated mailing lists and open networks

Unmoderated mailing lists and open networks are
the most typical representatives of something both
radically different and specific to the Internet.
Through the use of such forums, a contributor can
freely distribute materials to several thousand re-
cipients.These kinds of forums are invaluable as the
blood veins of net art. For someone who is not
entirely familiar with the Internet and net art, this
undergrowth of networks can be difficult to navi-
gate through. It requires a great deal of time and
some previous knowledge to gain full use of them.
Examples: mailings lists: Rhizome_Raw and 7-11
(http://7-11.0rg), as well as Syndicate (http://
colossus.v2.nl/syndicate/)and Nice (http:/nice.x-i.nu)
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Collections curated in the net art
environment

Net artists have for years chosen to display a selec-
tion of links to their audiences, and the word ‘cu-
rate’ has been used about this process.This curating
has played an important role in the development of
the self awareness of the net art environment. Cu-
rators are obliged to make professional choices.
Such selections can therefore be criticized, and the
criticism cannot be repudiated on the grounds that
the selection is based on a social environment or
personal preferences. Such selections are a part of
the discourse,and are probably often used as refer-
ence points, but do not have greater influence on
net art than the flood of information on mailing
lists and open networks. Example: n2art (http://
n2art.nu)

Collections curated by offline art institutions

Paradoxically, institutions lacking in competence
often have the greatest authority among the gen-
eral public when it comes to identifying interesting
net art. The reference of a museum to net art can
be based on, and be criticized for, well-established
models of art. However, the problem is that the
employees of the institution view net art based on
these established models, while net artists often use
completely different points of reference. The mu-
seum makes the framework for net art, not just
practically, but also conceptually. It is not uncom-
mon for museums to ask curators working with
traditional art to put together an exhibition of net
artThe curators choose traditional artists who have
created a net artwork, or ask them to create a net
artwork for the first time.In this way, presentations
are made that may be ‘innovative’ in traditional art,
but which are not seen as relevant on the Internet.
Hence, we have a situation in which an audience is
presented with net art that is not seen as repre-
sentative among net artists themselves. Example:
Whitney Museum of American Art (http://
www.whitney.org/exhibition/2kb/internet.html)

Conclusion

In this paper, | have argued that museums do not
have a natural role in the distribution of net art,
that the conservation tradition and expertise of

museums do not make them suited for creating his-
torical collections of net art without undergoing
major upgrading,and that older art institutions have
shown a superficial understanding of net art. Rel-
evant institutions have already established them-
selves on the Internet.Adaptations of net art to the
traditions of museums would be inappropriately
conservational - we would risk that the special ex-
perience enjoyed by net art would be lost.

Although net art does not need museums, one can
still see how museums of contemporary art need
net art. Public museums of contemporary art are
meant to cover the whole field of contemporary
art, and therefore they must necessarily also cover
net art. If museums have to take net art seriously,
they have to start with the already established com-
petencies and viable forums outside the museums.
Museums that wish to cover net art should join
these forums. For the sake of the reputation of
museums in the net art environment, it is essential
that they do not appear to be parasites or lusers (a
term used in hacker environments about people
who merely use - and do not contribute to - the
development of open programs) eg. mere users of
net art who just download the resulting works of
art without contributing to their structural strength-
ening and the more process-oriented development.

The popular understanding of new media identifies
it with the use of a computer for circulation and
exhibition, rather than production. If we are to un-
derstand the effects of computerization on culture
as a whole, this understanding is almost certainly
too limiting. It would be logical to expect cultural
forms and forms of dissemination of cultural heri-
tage on the internet to eventually adopt the con-
ventions and experience of net art.There is no rea-
son to privilege the computer as a machine for the
exhibition and distribution of media over the com-
puter as a tool for media production or as a media
storage device.All have the same potential to change
existing cultural languages. And all have the same
potential to leave culture as it is. Even if the latter is
highly unlikely!

<31

© Archives & Museum Informatics, 2002 237



Storytelling and the Web in South African Museums

Katherine ). Goodnow andYngvar Natland, International Museums
Programme, University of Bergen, Norway,
in collaboration with 1ziko Museums of Cape Town, South Africa

Abstract

The Iziko museums in Cape Town, South Africa in collaboration with the International Museums Studies Programme at
the University of Bergen, Norway, have jointly developed a Web-based concept that combines oral storytelling with
new technology to connect schools in the South and North. Awaiting funding, this project will be trail tested later this
year. African storytelling traditions support communal ownership of stories and involve multiple forms of expression:
mime, dance, music as well as verbal narrative. The South African project considers how the internet can be utilised to
support and enhance these forms of storytelling with authors in the South and North.The paper considers parameters
of community involvement in widely differing socio-economic contexts. Township involvement includes extending
storytelling workshops at community centres to the Web.

Focusing on technology transfer,the paper also considers the relationship between central museums developed within
the apartheid system with newly established community centres on the periphery of urban centres. It reviews the
need for changes to established museums in the post-apartheid period with a particular emphasis on incorporating
black history and contemporary oral history into social and cultural museums, both physical and Web-based, in South
Africa.

Keywords: storytelling, traditional culture, mobile van, community museum, post-colonial museum, cross-cultural programs, PDA’s,
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The lziko Project

In 2001 and 2002 the Iziko Museums of Cape Town
and the International Museums Program in Bergen,
Norway developed and trial tested a Web-based
museums project which draws on the skills and
narrative structures of South African traditional
storytelling. This paper, in addition to describing the
particular strategies that have been chosen for this
township project, offers also a background to the
need for new forms of representation in South Af-
rican museums and new relationships between
museums, townships and a more diverse audience.
The project involves the use of a mobile van in
collaboration with community centres and satel-
lite museums in outer urban and rural centres. Sto-
ries by children as well as adults are collected
through digital video and disseminated through
handheld devices (PDA’s) as well as through the
Web to computers in collaborating schools, muse-
ums and community groups within South Africa and
overseas.

The paper begins with a brief history of museums,
representation and segregation in Cape Town — a
necessary background to understand the need to

create new stories and reach new audiences also
through the use of new technologies.

A short history of the museum

In Cape Town, before 1962, the major museum —
The South African Museum — housed both the natu-
ral history and the cultural history collections. It
lies in the centre of town, in an area that was (and
in many ways still remains) a white area due to eco-
nomic segregation,and that includes institutions such
as the National Gallery, The National Library and
Provincial Government parliament buildings. These
institutions were only recently opened to black and
mixed audiences, as the majority of these facilities
were designated for whites only under South Africa’s
apartheid system.

The Museum of South Africa was, as such,an excep-
tion amongst these institutions. However, the place-
ment of the museum in the city centre ensured that
the museum remained a white-only entity. This vi-
sion of the museum as a segregated space remains
as one of the major challenges facing South African
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museums. The geographical placement of the mu-
seums are also compounded by the fact that the
representations of black and white history have
changed little since the apartheid system was abol-
ished in the 1990%s. The reasons for this are partly
economic— with major funding going to challenges
within health, welfare and housing — and partly re-
lated to a lack of new curatorial staff to force
through major changes. Returning to history, black
and white cultural history were further segregated
in 1962 when a decision was made to move the
cultural history collections to a separate building
while natural history including ethnography, and
therefore black cultural history, remained at the
initial site. This split was reinforced by a political
decision to place the cultural history collections
under the governance of “white own affairs”
(Davidson, 2001) .

The layout of the cultural history collections were
further reinforced this split been white and black
history. The exhibition was increasingly organised
such that the viewer would walk through the col-
lections in a seemingly ‘natural’ pattern - from the
Ancient civilisations of Greece and Egypt through
to Europe, particularly Northern Europe,and finally
to colonised Cape Town.This organisation, through
default, meant that African history, with the excep-
tion of colonial history, did not play a part in the
formation of modern day Cape Town. In the origi-
nal museum, today’s South African Museum, a pre-
dominantly natural history museum, the ethno-
graphic collections were organised around the dual
desires of classification of material cultures, tribes,
types of weapons etc., and that of documenting an
authentic African rural life before it became tainted
by industrial developments.

Representations of black culture were, and in many
ways still are, in line with European ideas of the
noble but primitive tribesman. Many of the images
of the natives were timeless and idyllic. Plaster casts
were made of tribal people carrying out traditional
activities.These casts were then often placed in ag-
ricultural settings. They suggested produce and ac-
tivity rather than hardship or effort. Family group-
ings, often mother-child compositions portrayed the
notion of social cohesion. These were images that
supported the arguments of those who sought a
solution for South African in racial segregation
(Goodby,2001). Left alone, the black population was
a proud and self-contained nation.
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Other images, and plaster-casts, were oriented to-
wards titillating a white audience. Plaster-casts were
made of hunters, reinforcing the image and stereo-
type of the savage.These plaster-casts were placed
in a diorama which initially could be seen only
through peep-holes. This experience allowed the
white viewer close contact with the ‘dangers’ of
black Africa but ensured a safe distance behind the
glass and with only one way viewing. This diorama
was closed down in the year 2000 to the outrage
of local audiences and tour operators.Tour opera-
tors, in fact, threatened to stop bringing tourists,
who in the current economic climate were vital to
the museums income, unless the rest of the ethno-
graphic section remained as it was with its offer-
ings of ‘real’ tribesmen (Lohman, 2001).

The reality of life amongst tribal groups during the
time of the collecting of this material was in fact
largely different. Traditional tribal land and the Re-
serves, where much of the anthropological mate-
rial was gathered, were heavily effected by integra-
tion and urban change - not the least through the
movement of labour, predominantly male, to min-
ing camps and urban centres where labour was
needed. This form of social history was not por-
trayed in the museum context,and the current col-
lections and exhibitions are still heavily influenced
by the attempts of capturing ‘authentic’ black history.

For the anthropologists at the museum this need
to‘capture’ black cultural history before it changed
was understandable and similar activities have been
undertaken elsewhere. The problem here was the
lack of inclusion of more contemporary social his-
tory such as the effect of mining and segregation.
Like many post-colonial societies, professional and
amateur anthropologists and missionaries were of-
ten the only groups in a position to gather and docu-
ment these material cultures and histories in a man-
ner that was acceptable and understandable for
broader audiences. As such these collections have
value. However, the stories they tell do not fully
encompass the histories of the people they repre-
sent.

One problem facing museums today is that little
alternative documentation has been collected. His-
torians can easily find documents and artefacts of
officers and industrialists, but few voices or images
remain from early or mid-colonisation. However,
many cultures, including indigenous Australians and
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African cultures, argue quite rightly, that their his-
tories, if not material cultures, have been preserved
through other manners of documentation - through
for example oral cultures including ceremonies, song,
dance and storytelling. These stories,and this man-
ner of documenting history, remain problematic
within traditional concepts of history and science
and the need for historical certainty.

A number of situations have arisen in post-colonial
societies in which the value of these stories have
had to be reviewed. Land Rights claims have led to
an introduction of storytelling within the legal ap-
paratus. Museums also are increasingly including
storytelling not simply as a manifestation of cul-
tural output but as a possible source for historic
fact.This desire to reconsider the role of storytelling
has led to a number of changes in the museums of
Cape Town. One manifestation of this is in the
change of name of the Cape Townian museums to
the Iziko Museums of Cape Town. Iziko means the
hearth around which stories are told. Another mani-
festation is in the desire to consider how various
forms of storytelling can be incorporated into the
museum environment and be disseminated to a
wider audience - such as in the storytelling and the
Web project to be described here.

Centre-periphery relations

A further piece of background needs to be added
before entering the specifics of the storytelling
project.To understand the need to move both the
collection of material and the dissemination of the
stories and exhibitions, the geographical lay-out into
which the project is placed needs to be understood.
Again there is a need to provide some historical
background.

Cape Town today is geographically effected by the
apartheid system of the 20th century which was
reinforced throughWestern concepts of urban plan-
ning. Urban planners in South Africa were particu-
larly interested in Corbusier’s ideas of the modern
city and, as was the case in many colonies, Euro-
pean intellectual ideas often found a greater foot-
hold there than in their home countries. This foot-
hold was supported both by a lack of contestation
as well as political might to carry through the
changes. For Cape Town urban renewal in the height
of apartheid meant the creation of the ‘white’ city

centre through the demolition of inner-city suburbs
and forced removal of the inhabitants. This ‘plan-
ning’ or demolition effected particularly inner-city
suburbs that were deemed racially mixed - such as
District Six.The inhabitants of these districts were
moved to the outer-lying Cape flats according to
their designated colour. The apartheid system in-
cluded |5 different categories of colour and race
of which only one was white.

The townships of Cape Town surrounding the eco-
nomic centre, grew in part through this forced re-
moval,and in part through the arrival of rural popu-
lations for work purposes.The townships are only
a 20-minute drive from the centre of town how-
ever there is comparatively little traffic between the
two sites. For many white South Africans, many of
the townships are deemed too dangerous, and for
the large majority of township inhabitants the jour-
ney to the centre of town, is too costly and there-
fore seldom made, unless employment is there -
such as the case of many domestic helpers. Trips
for purely entertainment reasons or education,such
as a museum visit,would be highly unusual for many
township inhabitants. It is important to note, how-
ever, that the different townships include a diver-
sity of inhabitants, with some townships populated
by emerging middle-class social groups. The most
populated townships include predominantly eco-
nomically disadvantaged groups and it is to these
that references are being made.

One of the major questions then for the Iziko Mu-
seums is how to reach out to these audiences.One,
fairly traditional way of ensuring a broader visitor
segment, is through bussing of school groups to the
centre of town and Iziko has a relatively active edu-
cational program including transport solutions.This
fills a stop-gap need, however, more long-term so-
lutions need to be sought.

New audiences and new museum
structures

A variety of ways of serving these communities have
been considered including mobile museums, collabo-
ration with newly established community centres,
and the construction of permanent satellite muse-
ums. Each type of entity raises a particular set of
issues to be worked out before even considering
the inclusion and use of new technologies.
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For politicians and local government satellite mu-
seums are seen as continuing the role museums
have traditionally had i.e. educating the populace
particularly in the areas of science - an area which
local teachers have little resources to do properly.
The driving thought here, in the South African sce-
nario, is that the museum experience will encour-
age local youth to remain in school.Within this per-
spective the museum is seen as serving local audi-
ences. However, in the current economic climate in
South Africa, museums are expected to be self-sus-
taining and local audiences are not financially situ-
ated to cover these costs. Therefore the museums
must also reach out to the tourist market as well.
Local science education at a primary level and pro-
moting tourism sit together uncomfortably but is
part of the mandate as seen by a particularly im-
portant set of gatekeepers and one that needs to
be addressed in any proposed project. New tech-
nology in this scenario would then be divided - in
part covering local education needs and in part dis-
seminating information to visitors and tourists.

Community groups themselves are divided over the
issue of the role of satellite or community-based
museums. For some, the community centre or sat-
ellite museum should ensure local employment and
support local industry in a variety of ways including
the sale of local produce, attracting tourism, and
employment within the museum/centre. This leads
to a view of the foreigner as the primary audience
for the museum rather than the local population
with the content of the museum being a represen-
tation of local culture for the enjoyment or educa-
tion of others. In this scenario new technology will
primarily have the role of broadcasting local cul-
ture to others.

For other sections of the local community, and for
museum staff, cultural heritage is primary.The col-
lection of material culture is seen,by museum staff,
as a continuation of core work. Cultural heritage
involves both presentation of local materials to the
tourist market as has been done previously at the
original museum, both within limited exhibitions and
through the museum shop, but it is also seen as the
instillation of pride in local history and material
culture amongst local audiences.

This goal is approached not only through the pre-
sentation of local cultures and social history but

also through participation in the creation of the
centre. This is not a new approach. Indigenous par-
ticipation has been discussed by many museums
particularly since the 1978 UNESCO seminar Pre-
serving Indigenous Cultures:A New Role for Museums.
Participation has moved from simple consultation
in the preparation of exhibitions by settler cura-
tors to active training of indigenous curators, inclu-
sion on administrative boards and clear guidelines
regarding consultation at all stages of exhibition plan-
ning. New technology in this scenario should then
be used not only in the gathering and dissemina-
tion of local information by traditional museum staff
but also involve local communities on a variety of
levels including the creation of exhibition materials.

fziko stories

With this variety of gatekeepers (and sponsors have
not been included though they have a set of crite-
ria of their own), the project in focus, Iziko stories,
chose a route that involved cultural heritage and
speaking to both local and foreign audiences. Edu-
cation was met through children and community
groups use of new media as well as through oral
histories. More on this below. Local participation
was also primary both through consultation as well
as ‘curating’ the project itself. The project was de-
veloped both for use within a satellite museum or
community centre as well as within a mobile mu-
seum framework.

The major question arising out of the mobile mu-
seum framework was the extent to which continu-
ity could be maintained. Local community groups
asked, quite rightly, what a mobile museum would
leave behind. Continuity after the mobile museum
left became then another variable to be addressed
through the use of new technology.

Networking was a further issue. Traditional muse-
ums and simple satellite museum structures were
likely to continue centre-periphery structures. An
argument was made that rural connectivity was as
important as that of centre-periphery contact.This
is a similar argument as that made for the develop-
ment of community media and the use of satellites
to connect rural areas to each other rather than
simply disseminate information from the centre to
outlying rural areas (Molnar and Meadows, 2001).

J
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Storytelling

The audience for the project became similar local
audiences, centre audiences as well as foreign audi-
ences. To find a universal element amongst these
groups and to ensure interaction and equivalent
input, a decision was made that a common element
to all these groups was that of stories. Storytelling
had the further advantage of being a central part in
the culture of the local groups participating in the
project.

Oral transmission of history was well developed in
Africa over centuries. In part this is due to a lack of
written record-keeping as, with the exception of
Egypt, Ethiopia and the Buman,Vai and Akan peoples,
there were few written cultures developed on the
African continent (Ukadike, | 993). Information, his-
tory and cultural mores were passed on primarily
through song and spoken word through a variety
of ceremonies, family gatherings, royal courts, festi-
vals and rites of passage.A rich cultural history was
developed in this manner. Social history was fur-
thermore recorded and kept alive in this way.

The arrival of colonisers threatened the survival of
this oral tradition as Frank Ukadike argues:

Under colonial domination, new values ini-
tiated by Western ideologies were intro-
duced into African life,and under neo-colo-
nialism, Africa struggled - and is still strug-
gling - to develop distinct national cultures.
...The European presence brought with it an
onslaught of alien influences from industrial
nations, that is, the ‘western way of life’, yet
this and endemic natural disasters such as
drought, famine, and disease never entirely
destroyed the tenacity of the old order.
(Ukadike, 1993, p.22)

Using traditional oral structures does not mean that
one is essentialising local populations. It is simply
offering a framework that is understood both by
local and overseas audiences. Using a high level of
audio-visual material, and drawing on traditional
storytelling forms, also meant that it would be well
received by a variety of local audiences. Keyan
Tomaselli,a South African filmmaker, argues that this
strategy is also used by African filmmakers:

Africa is still comprised of people who ex-
hibit varying cultures of orality, semi-literacy
and total literacy. As such, African directors
often find themselves interfacing between
oral and literate worlds. ... Orality helps ex-
plain their episodic, often disjointed, lateral
narratives, which break with Hollywood lin-
ear conventions of beginning, middle and end.
(Siyolwe, 2002)

This disjointedness also worked well within the
hypertext structures of interactive narratives on the
Web or CD-rom. Both here and in traditional Afri-
can storytelling situations, storytellers can,and are,
often interrupted in the telling of the tale. Unlike
conventional Western narratives,African stories can
take divergent paths depending on the audiences
reaction and interaction.While computer games and
the Internet have promoted amongst youth, used
to these forms of technologies, an acceptance of
interactive narrative - one that would be less ex-
pected and accepted if it were disseminated through
video or television. Like current interactive narra-
tives, however, the paths to be taken are not unlim-
ited, the storyteller - the griot - still decides the
limitations of the possible paths. This was impor-
tant also as the stories were to appeal to a wider
audience and in as much as they were to carry an
important message of rewriting learnt history and
readdressing previously ingrained stereotypes of
African people.

The storytellers approached in the project involved
both elders who could pass on particular views of
history and stories that are not included in the
mainstream educational curriculum,as well as youth
who would be encouraged to create new stories
from their own experiences. |deally the storytelling
process is an exchange between children in South
Africa and children overseas. In the initial develop-
ment children in the Nordic countries, particularly
Norway, have been targeted. The goal here was to
enable children to promote and exchange cultural
traditions through storytelling, encouraging both
exploration of their own cultural identities formed
by urbanisation and cross-cultural influences as well
as traditional practices. Promoting storytelling also
met the need of motivation for learning and com-
municating through new media.
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Workshops and PHAKAMA

New media would be a tool to be used in conjunc-
tion with workshops in which children would de-
velop skills in, and knowledge of, storytelling. The
workshops facilitate processes in which children
learn, through a variety of media, to develop critical
and investigative skills.

The project drew on the skills of an established
community group that ran storytelling workshops
- PHAKAMA . PHAKAMA is an organisation work-
ing already with cross-cultural theatre and
storytelling projects in Great Britain, India and South
Africa. PHAKAMA has broad experience bringing
together from the Black,Asian, Cape Coloured and
Afrikaans communities in Cape Town with commu-
nities in Britain - however not as yet through the
use of new media. PHAKAMA uses local craftsmen
and women across media to assist in running the
workshops so as to enable a continuity of practice
after the workshop is held and the initial organisers
have moved on.These local craftsmen and women
are often attached to local community groups or
to schools. The Iziko Stories draws on these expe-
riences and organisation.

The storytelling workshops are organised around
everyday, iconic images available across cultures -
such as a shoe. These images give the children, in
groups or individually, a starting point they can re-
late to for their stories.The children are then en-
couraged to create fictional characters with a rela-
tionship to the image so as to allow for a necessary
distance to reality. At the same time, however, the
choice of everyday items meant that the stories
reflected, most often, their intimate personal ex-
periences as they are written within their sphere
of knowledge.Through stories and the objects, the
children communicate who they are and what oc-
cupies their daily life.The choice of a common icon
facilitates the communication process and identifi-
cation of children across borders.The children are
taught how to act out these stories within tradi-
tional African storytelling forms - including perfor-
mance, dance, music and painting. The stories are
also written in a branching mode to allow for later
viewer interaction.

A mobile unit, complete with trained professionals,
arrives at the site at the end of the week of the

workshops.These professionals have a set of digital
equipment to record the children’s stories and per-
formances. Children are shown how the recording
and editing of their stories takes place.The children
also receive and view stories from other parts of
South Africa and from overseas through a map ex-
hibition.

Map exhibition

An integral part of the project is a large walk-on
map exhibition that gives the students a sense of
place. One map is that of South Africa building na-
tional understanding, a second is a more regional
map to encourage networking and local connectiv-
ity. In addition maps of collaborating countries may
be included.

The chosen map is rolled out onto the floor of the
community centre or school. On a variety of sites
at which stories have been collected a set of ped-
estals are placed. These pedestals include PDAs
through which the children can receive and send
their stories. The PDAs are sturdy and battery-op-
erated and include an integrated cell phone so that
there are no moveable parts that can be damaged.
The pedestals are collapsible and stackable so as
not to take up too much room in the van itself. The
children can walk through the map and the pedes-
tals. They can press the screens and view a selec-
tion of taped stories created by other children or
elders. They can interact with the stories with a
limited number of optional branches.These stories
are ideally subtitled (or dubbed if necessary) in the
primary language that is used at the school.

In South Africa today English is compulsory while
Afrikaans has become optional for students with a
non-Afrikaans background. Local languages are var-
ied with six primary languages in use throughout
the country. English then becomes a possible com-
mon language for broader communication while it
is important to include and encourage at least a
version of the stories in local languages to build up
local networking and reinforce local identity.

The children may also send SMS messages, through
an SMS portal, to the narrators with comments
about the stories and shared similar experiences.
This active participation of the children is neces-
sary to ensure that they understand the processes
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of the communications that are happening. Finally
the children upload their stories into the PDAs
through a simple visual guide.Thus the child is par-
ticipating in creating the exhibition itself, thereby
developing an understanding of how the exhibition
is built and how new technology can be utilised for
communication purposes.

Addressing the issue of continuity, the project in-
volves leaving one cell-phone per school/commu-
nity group for SMS-messaging contact as well as
copies of at least some of the videoed stories for
schools which would be able to view this material
(i.e. that have electricity, a VHS player and a TV
monitor). One obvious advantage of the cell-phone
is that electricity is not necessarily a requirement.

WWW

A further feature of the project involves the use of
a website which those schools with access to com-
puters and the net can continue to access.This re-
quires a stable satellite up-link present in large parts
of South Africa. Mobile coverage is also good along
most highways and in urban and semi-urban cen-
tres.Where satellite coverage is not sufficient, drop-
points may be used to up- and download the sto-
ries. This leads to a greater time delay in feedback.

The website involves an intuitive interface and a
simple basic structure and is therefore easy to use
both by children under guidance as well as the gen-
eral public. Through the website children and stu-
dents can access from the home page a Web-ver-
sion of the map exhibition in which they can change
languages. They may select different countries on
the world map, they can choose particular objects
which have inspired stories, and they can continue
to send SMS and emailed messages to other chil-
dren through the SMS portal. In addition, through
the Web, they can pick up a webcam exhibition
showing where the van is and receive updates on
the journey of the van and the issues that are pre-
dominant in that particular region. As such this is
similar other webbed journey stories carried out
in other regions of the world.

The secondary function of the website is to pro-
vide an easy to use interface for maintaining and
updating the content of theWeb site.The Web Back
Office fulfils this function. It enables people with

basic computer training to upload the stories that
have been recorded to the Internet.They do this by
typing in necessary information about the digital
recording and adding links to the recording. After-
wards all the information is automatically uploaded
and stored. It will then instantly become a part of
the Map Exhibition and the Webcam Map.The Back
Office is also used to upload translations and sub-
titles to the stories.

The stories are complemented, through the Back
Office, with information on regional differences
through which the van travels - questions such as
population density, environmental issues, history etc.
which may be of use for teachers.As the database
grows it will contain a large amount of material rel-
evant to understanding the storyteller’s daily life.
The Back Office ensures also that the search func-
tion which offers criteria such as themes, location,
languages and age of storyteller, functions so that it
may be of use both for museum staff but also for
researchers and teachers who which to use the
portal in teaching social studies. Finally, the Back
Office provides an element of training of local staff.

Summary

The Iziko Stories project addresses many of the
issues raised in this paper.It is concerned with net-
working within regions rather than only working
on a centre-periphery axis. It is concerned with
active participation of children and local communi-
ties. It works towards deepening cultural heritage
not in a manner that essentialises local communi-
ties but one that allows for expression of interre-
latedness. It addresses the issue of learning through
access and utilisation of new technologies but also
giving the children a sense of space and geography.
Through stories it assures universal interest as well
as expression of local perspectives, local desires and
local needs.

Obviously it is not sufficient on its own to redress
the unbalanced representations that have developed
within South African museums during the colonial
and apartheid periods. For this to happen a funda-
mental transformation of curatorial practices needs
to take place. Other voices, other stories need to
move into the established museum spaces as well
as the virtual spaces.The Iziko Stories project does,
however, offer a start that allows people with di-
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verging backgrounds to participate in both the
transformation of museums as well as transforma-
tions in communication practices through new tech-
nologies.

The project is still seeking both collaborative over-
seas partners and further sponsors.
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Informatics Meeting, ichim01

edited by David Bearman, and Franca Garzotto
ISBN 1-885626-24-X

Volume 1, 655 pages

Volume 2, 519 pages .

$60.00 plus shipping and handling.

Short and full papers from the Sixth International
Cultural Heritage Informatics Meeting, ichim01
in Milano, Italy, edited for this print publication.
Sections of the volumes reflect the major themes
discussed at ichim01: Technology, Society /Impact,
Design and Evaluation, and Tools and Systems.

Cultural Heritage Informatics 1999:
Selected papers from ichim99, the
International Cultural Heritage Informatics
Meeting

Edited by David Bearman and Jennifer Trant
ISBN 1-885626-18-5 (1999) 255 pp., $50.00

Papers from the Fifth International Cultural Her-
itage Informatics Meeting, ichim99 in Washington
DC, have been edited for this print publication.
Sections reflect the major themes of the conference:
interactivity, converging technologies, user
involvement, and new models for museum
multimedia.

Museum Interactive Multimedia:
Cultural Heritage Systems Design

and Interfaces

Edited by David Bearman and Jennifer Trant
ISBN 1-885626-14-2 (1997), 233 pp., $30.00

A decade of progress in interactive multimedia in
museums forms the basis for papers on systems
design and user interface from the Fourth Interna-
tional Conference on Hyper-media and
Interactivity in Museums (le Louvre, Paris 1997).
These papers focus on design systems development
and evaluation methodologies), interfaces (visitor
aware systems and inter-actives providing geo-
graphical and chronological views of data), and case
studies of museum ew multimedia ranging from
collection catalogs to 3D environments.

Multimedia Computing and

Museums

Edited by David Bearman
ISBN 1-885626-11-8 (1995) 388 pp., $20.00

Volume 1 of selected essays from the Third
International Conference on Hypermedia &
Interactivity in Museums (ICHIM 95 / MCN 95)
on the technological, cultural and intellectual
issues raised by the use of multimedia technolo-
gies to represent cultural heritage. Papers profile
the iimpact of technologies on museum applica-
tions and audiences, and on the relationship of
museums to society.

Hands on: Hypermedia and

Interactivity in Museums

Edited by David Bearman
ISBN 1-885626-12-6 (1995) 293 pp., $20.00

Volume 2 of selected papers from the Third In-
ternational Conference on Hypermedia &
Interactivity in Museums (ICHIM 95 / MCN 95)
reflecting the evolution of delivery mechanisms
for interactive multimedia, the new social and
institutional arrangements they engender, and the
continuing importance of intellectual property
issues. Groups of essays address fixed-format pub-
lishing, in-house interactives, networked access,
museum consortia, museum teamwork, commer-
cial partnerships and intellectual property.

Museums and Interactive

Multimedia

Edited by Diane Lées
ISBN 1-8856263-89-X (1993) 436 pp., $20.00

The proceedings of the Second International
Conference on Hypermedia & Interactivity in
Museums (ICHIM 93) include over sixty
presentations by authors from over twenty nations
on the issues of design and implementation of
museum interactives.

Hypermedia and Interactivity in
Museums -Out of Print-

Edited by David Bearman
ISBN 1-885626-03-7 (1991) 340 pp.,
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Titles on Archives and
Electronic Records

Electronic Evidence: Strategies for
Managing Records in Contemporary

Organizations
By David Bearman
ISBN 1-885626-08-8 (1994) 314 pp., $30.00
A collection of previously published papers, accom- Order Details
panied by a new essay exploring the evolution of Email info@archimuse.com for details or
concepts of electronic records management. The contact us at:
papers reprinted here were originally published Archives & Museum Informatics
between 1989 and 1993, in journals in the United 2008 Murray Ave, Suite D
States, Canada, Portugal and Australia, as well as Pitesburgh, PA 15217 USA
in a United Nations Report. Includes a detailed Phone: +1 412 422 8530
index by Victoria Irons Walch. Fax: +1 412 422 8594
Email: info@archimuse.com
www.archimuse.com
Online Order Form at
hetp://www.archimuse.com/pub.order.html

Bulk Orders and Classroom Discounts
Available

Shipping and Handling

Prepaid orders from the United States are
shipped free of charge. A $5 US shipping and
handling fee applies to invoiced US orders.
International orders please add $10 US per
item for shipping and handling.

Payment

All prices are in US Dollars. Payment can be
made by cheque, money order, bank draft,
bank transfer, or credit card (VISA,
Mastercard, or American Express). Cheques
must be payable to Archives & Museum
Informatics, in US funds, drawn on a US
Bank. Money Order or Bank Draft should be
payable to Archives & Museum Informatics.
Call or email for Bank Transfer details.
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About the CD-ROM

This book is accompanied by a CD-ROM containing electronic versions of all
these papers and many others, presented in HyperText Mark-Up Language (HTML),
the technical language of the Web. It also includes abstracts of all the papers,
demonstrations and workshops presented at the conference, and the biographies
of all speakers and presenters.These electronic versions include color illustrations
and links to the sites discussed and referenced.

You don'’t have to be connected to the Internet to read the papers on the CD-
ROM or to navigate the full background information about the conference.You
will need your own connection to the Internet to go to the linked museum sites
and to follow the external links in the papers.

To use the CD-ROM, you will need a Web browser (Netscape 4.0 or Internet
Explorer 4.0 or higher are recommended). Put the CD in your computer, launch
your browser, and, using the File / Open menu choices, navigate to the index.html
file in the main directory of the CD-ROM. Open this file in your browser — all
other files are linked from there.

» Speakers provides a list of all the speakers at the conference and links to their
abstracts, biographies and papers (where available).

* Sessions provides an overview of the Museums and the Web 2002 conference
program and links to abstracts and paper biographies. Paper Titles link to Ab-
stracts

» Abstracts describe all MW2002 program element, including demonstrations
and workshops..Titles link to full papers when available.

» Best of the Web will take you to the results of the Best of the Web 2002
conference, but you have to be connected to the Internet to do this.

If you have any questions or problems using the CD-ROM please email
info@archimuse.com, and we'll do our best to help you.
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BESTCOPY AVAILABLE

Distribution of the Proceedings to
Conference Attendees sponsored by Saora Inc.
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